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Chapter 1

Introduction

\We believe that the clean and inexhaustible power of sunlight will be
the most promising resource in mankind's quest to develop sustainable
energy in the 21st century and beyond."

| Hirofumi Tezuka, director and general manager

Kyocera Corporation, Solar Division

The generation of energy in our modern industrialized society is still mainly based

on a very limited resource: petroleum. As the world's energy demands rise and new

sources for petroleum become scarce, the search for alternative energy resources has

become an important issue for our time. A large amount of research has been done

not only in the area of nuclear power generation but also in the area of unlimited

energy sources such as wind power generation and solar energy transformation.

Signi�cant projects have been realized and others are still in planning. Most of

these new systems are used to generate electrical power which is fed into the public

electrical grid to provide energy for businesses and private homes.

In addition to homes and businesses, another important element of our in-

dustrialized society generates a considerable demand for petroleum based energy:

personal transportation. Since the combustion of carbon based petroleum deriva-

tives generates the infamous greenhouse gas carbon-dioxide (CO2), the continually



increasing traÆc signi�cantly contributes to global warming and is the main source

of air pollution in big cities.

This has led to programs and e�orts to design low emission (LEV) and zero

emission (ZEV) vehicles. Research is being done in highly eÆcient combustion

engines, fuel cell technology, hybrid cars combining conventional propulsion tech-

niques with electrical drive systems, and electrical vehicles powered either by bat-

teries or by a solar energy conversion system.

This search for alternative energy sources to power individual vehicles led to

the decision of a group of Reed College students in the early 90's to build the

solar-powered racing car SolTrain.

A solar vehicle is powered by photovoltaic cell arrays which allow for direct

conversion of solar radiation into electrical energy. Since space and weight are

very limited with any vehicle but particularly with a racing vehicle, it is desired

that the maximum possible amount of energy be obtained from the employed

photovoltaic cells.

Every photovoltaic cell array has an optimum operating point, called the max-

imum power point (MPP), which varies depending on cell temperature and the

present insolation level. The goal of this thesis is to �nd the mechanism best

suited for employment in a moving vehicle to optimally track this point of maxi-

mum eÆciency and adjust the operating point of the solar cell array accordingly.

The solar-powered racing vehicle SolTrain is not yet equipped with such a

maximumpower point tracking (MPPT) device. The addition of such an operating

point controller will yield an estimated 60% increase in power output from the solar

cells. This leads to a higher eÆciency of the overall system without adding any

additional photovoltaic cell surface to the existing array.

2



There are two main groups of MPPTs: those that use analog circuitry and

classical feedback control, and others that use a microprocessor to maintain control

of the operating point.

Analog systems have the advantage of having low cost components, but are

more problematic to control. It is diÆcult to develop a stable system which is able

to maintain its accuracy even under extreme operating conditions such as the wide

temperature variations that occur in an outdoor vehicle.

The digitally controlled MPPT systems have the advantage that a power point

tracking algorithm will not be inuenced by changes in temperature and therefore

will always be very reliable. Additionally, the use of an algorithm allows for ad-

ditional control modes to cope with certain system states such as a fully charged

battery bu�er. The digital controller also allows for operational data logging to

monitor system behavior and performance which will be of high analytical value

for an experimental vehicle such as the SolTrain.

The main challenge in designing a microprocessor-controlled MPPT is the com-

bination of the strongly nonlinear continuous-time system of the photovoltaic cell

array with a discrete-time control device. This union makes it impossible to eval-

uate such important factors as system performance and stability with the classical

approach of closed-form transfer-function analysis.

This thesis will introduce a novel approach to analyze, simulate, and evaluate

the complete solar power supply system with a digital MPPT controller under vary-

ing operating conditions as they are experienced in a moving outdoor vehicle. The

simulation tool Simulink r, which is included in The MathWorks's software pack-

age Matlab
r, enables for the simulation of mixed discrete-continuous systems

and therefore allows the direct comparison of the various approaches to maximum

3



power point tracking under the same operating conditions. The digitally controlled

MPPT can be directly included in the simulated system, and modi�cations to im-

prove the MPPT performance of conventional MPPT algorithms can be evaluated

without having to build and modify an expensive prototype.

To be able to properly simulate the complete solar power supply system, de-

tailed mathematicalmodels for all of the system's components are necessary. These

components consist of the array of photovoltaic cells, an energy bu�er in the form of

a parallel-connected battery pack, and optionally a dc-to-dc converter. Figure 2.1

shows a representative system schematic of this con�guration. The introduction

of the components and the detailed derivation of their mathematical models can

be found in Chapter 2.

Chapter 3 discusses a wide variety of available MPPT techniques and possible

modi�cations and improvements. Both, analog and microprocessor based methods

are introduced and analyzed.

In Chapter 4 various MPPT methods are applied to the photovoltaic power

supply systems introduced in Chapter 2. Their performance under a large vari-

ety of operating conditions is analyzed and evaluated supported by Simulink r

simulations.

The solar car SolTrain and its State of Oregon licence plate are shown in

Figures 1.1 and 1.2.

4



Figure 1.1: The solar powered racing car SolTrain.

Figure 1.2: SolTrain license plate.

5



Chapter 2

The Photovoltaic Power System

The power supply system for a solar vehicle consists of an array of photovoltaic

cells, a set of batteries as an energy bu�er and optionally some kind of converter

to match the voltage of the solar array with the battery voltage (Figure 2.1). If

the conversion ratio of the converter is varied by a controller to constantly adjust

the operating voltage of the solar panel to its point of maximum power (Vmp), it

is being operated as a Maximum Power Point Tracker (MPPT).

load

solar cell array voltage converter
(maximum power point
tracker (MPPT))

batteries

DC/DC

Figure 2.1: Power train of a solar powered vehicle.

This chapter will introduce the various elements of such a photovoltaic power

system and derive the mathematical models necessary to represent its behavior in

a complete system simulation.



2.1 Photovoltaic Cells and Solar Arrays

2.1.1 Physical Structure of a Photovoltaic Cell

A solar cell is a semiconducting device that absorbs light and converts it into

electrical energy. Today's most common cell is a mass manufactured single p-n

junction Silicon (Si) cell with an eÆciency up to about 17% [M�ol93]. It consists of

a moderately p-doped base substrate and a thin heavily n-doped top layer. Thin

metal contacts on the surface and a plain metal layer on the back connect this

photovoltaic element to the load (Figure 2.2).

p

n

rear contact

contact grid

h�

Figure 2.2: Schematic representation of a standard pn-junction solar cell.

If exposed to radiation, electron-hole pairs are created by photons with an

energy greater than the band-gap energy of the semiconductor (h� > Eg). This is

called the photovoltaic e�ect. The newly created charge carriers in the depletion
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region are separated by the existing electric �eld. This leads to a forward bias of

the p-n junction and builds up a voltage potential called the photo-voltage. As

soon as a load is connected to the cell, this voltage will cause a current (called

the photo-current) to ow through the load. In addition the forward bias of the

p-n junction also leads to a small diode current Id in the opposing direction of the

photo-current [Nev78, Cle96].

The p-n junction properties and the discussed reaction of the semiconductor

to radiation lead to the simpli�ed and idealized equivalent circuit diagram of a

photovoltaic cell as shown in Figure 2.3.

Iph

I

Id

V

Figure 2.3: Simple equivalent circuit diagram for a photovoltaic cell.

Application of Kirchho�'s law and the exponential diode equation (2.1) leads

to a simple mathematical model for a photovoltaic cell (2.2) [M�ol93].

Id = Is

h
e

qV
2kT � 1

i
; (2.1)

I = Iph � Is

h
e

qV
2kT � 1

i
: (2.2)

I and V are the output current and voltage of the cell. Iph is the generated photo-

current and Is is the reverse saturation current of the diode. Furthermore, the

8



characteristics are inuenced by the temperature T and by the constant for the

elementary charge q (1:602�10�19 C) and Boltzmann's constant k (1:380�10�23 J=K).

With this model in mind it is not surprising that the I-V characteristics of a

photovoltaic cell are quite similar to those of a regular diode. The major di�erence

is the existence of an open circuit voltage Voc which leads to a short circuit current

Isc visible as a current o�set in the characteristic curve (Figure 2.4). A photovoltaic

cell in total darkness will perform similar to a regular diode [M�ol93, FB83].

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

Voltage / V

C
ur

re
nt

 / 
A

dark

illuminated
Isc

Voc

Figure 2.4: I-V characteristic of a photovoltaic cell.

Many e�orts are being made to increase the eÆciency of solar cells by utilizing

multi-layer techniques and various semiconducting materials such as Gallium Ar-

senide (GaAs), Indium Phosphide (InP), Copper Indium Selenide (CuInSe2), Cad-

mium Telluride (CdTe), Copper Selenide (Cu2Se), and Zinc Phosphide (Zn3P2)

[Fey97]. This increased the cell eÆciency to more than 21% for Si and 25% for

9



GaAs solar cells in recent years [BGK+97].

Since a higher complexity of a cell is accompanied by a higher price, research

has also been done in the area of low cost mass production which led for example

to amorphous polycrystalline thin �lm solar cells [FB83]. The thin �lm con�g-

uration greatly reduces material costs and allows for continuous ow processing.

The disadvantage of this technique is a reduction in cell eÆciency to approxi-

mately 10%-13%.

2.1.2 Equivalent Circuit and Mathematical Model

Actual measurements on real cells under diverse operating conditions, however,

show the need for a more sophisticated model. In particular the internal resistance

of the device has to be taken into consideration. This leads to the widely used

\two-diode model" as shown in Figure 2.5 [M�ol93, Bur97].

Rs

IRp

Rp

Id2

d2d1

Id1

Iph

I

V

Figure 2.5: Equivalent two-diode circuit model of a photovoltaic cell and its circuit
symbol.

Figure 2.5 is a representation of the mathematicalmodel for the current-voltage

characteristic which is given as [GRIR97]:

I = Iph � Is1

h
e
q(V +IRs)

n1kT � 1
i
� Is2

h
e
q(V+IRs)

n2kT � 1
i
�
V + IRs

Rp
: (2.3)
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I and V are the output current and output voltage of the photovoltaic cell, Iph is

the generated photo-current, Is1 and Is2 are the diodes' reverse saturation currents,

n1 and n2 the diode ideality factors, Rs and Rp the series and parallel resistance

(respectively), and T is the absolute temperature in Kelvin. The equation also

contains the elementary charge constant q (1:602 � 10�19 C) and the Boltzmann

constant k (1:380 � 10�23 J=K). The photo-current Iph is equal to its value at maxi-

mum insolation1 times the irradiance S in percent (Iph = SIph;max).

It is obvious from equation (2.3), that the current-voltage characteristic

strongly depends on insolation and temperature. The dependency on the tem-

perature is further ampli�ed by the properties for the photo-current Iph and the

diodes' reverse saturation currents Is which are given by Burger [Bur97]:

Iph(T ) = Iphj(T=298K)
�
1 + (T � 298K) � (5 � 10�4)

�
; (2.4)

Is1 = K1T
3e�

Eg
kT ; (2.5)

Is2 = K2T
5
2 e�

Eg
kT ; (2.6)

where Eg is the band-gap energy of the semiconductor and

K1 = 1:2 A=cm2K3; (2.7)

K2 = 2:9 � 105 A=cm2K
5=2 (2.8)

vary with the manufacturer and depend on the size of the cell surface area.

1Derived from the de�nition of the standard test conditions (STC) for solar arrays, a maximum
insolation of 1000W=m2 is assumed. STC are reference testing values of cell temperature (25 ÆC),
in-plane irradiance (1000W=m2) and air mass solar reference spectrum (AM= 1.5) for photovoltaic
(PV) module or PV cell testing, de�ned in IEC 61829 (1995-03) [IEC95].
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2.1.3 The Solar Panel

In photovoltaic energy systems, single cells are combined into solar cell arrays

by connecting a number of cells in series. Consideration of the equivalent circuit

model (Figure 2.5 on page 10) leads to the equation for a photovoltaic cell array

(commonly called a solar panel or solar array) with z photovoltaic cells in series

connection (2.9) [Bur97].

I = Iph � Is1

h
e
q(V+IzRs)

zn1kT � 1
i
� Is2

h
e
q(V +IzRs)

zn2kT � 1
i
�

V + IzRs

zRp
: (2.9)

These panels then can be further arranged in series or parallel connections to

achieve the desired voltage and current values for the system.

As mentioned earlier in section 2.1.2, the I-V characteristics of a photovoltaic

cell strongly depend on insolation and temperature (equations (2.3) to (2.6)). This

becomes very apparent when evaluating equation (2.3) for selected values of tem-

perature and irradiance and plotting the results as an I-V graph (Figures 2.6

and 2.7). Figure 2.6 shows that the output current I of an array is greatly inu-

enced by the change in insolation S, whereas the output voltage V stays approx-

imately constant. In contrast, for a changing temperature one can see that the

voltage varies widely while the current remains unchanged (Figure 2.7).

The P -V characteristics for a photovoltaic cell array can be obtained from the

I-V characteristics and the relation for the output power P = V I as shown in

Figures 2.8 and 2.9. These �gures clearly show how the dependency of output

current I and output voltage V on temperature and insolation translate into a

dependency of the output power on the same two parameters.

Figure 2.8 con�rms the expected behavior of a device that converts solar energy

into electrical energy: the power output of a solar panel is greatly reduced for a
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Figure 2.6: I-V characteristics of a photovoltaic cell array for various values of
irradiance S at a temperature of 25 ÆC.
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Figure 2.7: I-V characteristics of a photovoltaic cell array for various values of
temperature T at an irradiance of 1000W=m2.
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decreasing insolation. It also shows an e�ect which might not be immediately

obvious: the output power is reduced by an increase in panel temperature. This

can be explained by the signi�cant temperature dependency of the open circuit

voltage VOC. The voltage drops due to an increase of the reverse saturation current

Is in the diode (see equations (2.5) and (2.6)). The principal temperature variation

of Is is a result of the temperature variation of the intrinsic carrier concentration,

which yields a higher recombination rate inside the semiconductor [Nev78].
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Figure 2.8: P -V characteristics of a photovoltaic cell array for various values of
irradiance S at a temperature of 25 ÆC.

It can also be seen that the output power of a solar panel not only depends

on temperature and insolation, but also very strongly on its operating voltage

V . The point of maximum power indicated as MPP (Maximum Power Point)

in Figure 2.10 is the desired operating point for a photovoltaic array to obtain

maximum eÆciency. The corresponding values for voltage and current are called

Vmp and Imp, respectively.
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Figure 2.9: P -V characteristics of a photovoltaic cell array for various values of
temperature T at an irradiance of 1000W=m2.

The P -V curve shown in Figure 2.10 shares the temperature and insolation

dependencies shown in Figures 2.6{2.9; as a result the value for the optimum

operating voltage Vmp will vary constantly with changes in these environmental

conditions. In these circumstances a maximum power point tracking (MPPT)

mechanism can help to signi�cantly increase the power output of a solar power

system by adjusting the system load in such a way that the operating voltage V

will always be approximately equal to the optimum operating voltage Vmp:

V = Vmp + �; (2.10)

with � being as small as possible.

The importance of keeping the operating voltage as close as possible to Vmp

is illustrated in Figure 2.10. If the operating voltage di�ers from Vmp by about

10% as indicated by V1, it will result in a output power reduction of almost 25%.

Comparison of systems with and without maximum power point tracking devices
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shows that units with a MPPT output 80-90% of their theoretical maximumpower,

whereas units without a MPPT only operate at 30% of their maximum power

output [HS98].
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Figure 2.10: Maximum Power Point MPP and the corresponding voltage Vmp and
current Imp for a photovoltaic cell array with 168 cells in series operating at STC.

Another factor which inuences the performance and output power of the so-

lar array is the solar angle of incidence (AOI) e�ect, also known as the \cosine

e�ect" [GPR90, KE96, Nev78].

As discussed earlier, the generated photo-current Iph depends on the insolation

S on the array. The insolation in turn depends on the size of the geometric face of

the panel (Figure 2.11). If the sun is at an angle � with the normal of the panel,

16



the generated power will decrease with the increase of � following the cosine law:

P = P0 cos(�); (2.11)

where P0 denotes the output power at normal solar incidence.

solar panel

geometric face

�

Figure 2.11: Angle of Incidence (AOI) � and geometric face of a solar array.

Additional factors which inuence the light which actually reaches the solar cells

include: the surface texture and material of the photovoltaic cell itself, reection

and other optical e�ects on some transparent material in place to protect the actual

cell surface from the environment, and the relative air mass (AM). Relative air mass

is the relative path length of the sunlight traveling through the atmosphere and

therefore represents the atmospheric inuence on the light's spectrum [KE96]. For

vertical incidence of sunlight, the air mass is set equal to one. Since this never

occurs on most places of our planet, the air mass for standard test conditions

(STC) is set to 1.5 as an average representation of ground conditions [FB83].

At the beginning of this section it was mentioned that a solar panel consists of

a certain number of photovoltaic cells in series. This is necessary to achieve a rea-
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sonably high output voltage at the panel. But considering the photovoltaic cell's

equivalent circuit diagram (Figure 2.3 on page 8), the drawback of this con�gura-

tion becomes clear: as soon as one photovoltaic cell is shaded, it will behave like

a diode in reverse direction to the current ow. This results either in almost zero

current or, if the voltage is higher than the diode's reverse breakdown voltage, it

will eventually even destroy the photovoltaic cell. This can be avoided by placing

\bypass" diodes in parallel to the cells (Figure 2.12). It is suÆcient to group a

number of photovoltaic cells together to be bypassed only by one diode, as long as

the voltage of this substring of cells does not exceed the reverse breakdown voltage

of one cell of its type [GPR90].

bypass diode

photovoltaic cell

blocking diode

Figure 2.12: Schematic representation of a solar panel as used in the solar car
SolTrain.

Additional protective measures indicated in Figure 2.12 are the \blocking"

diodes: these diodes are connected in series to the solar array to prevent reverse
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current ow through the array in case of low or zero illumination. This current

ow can be caused by another power source in the system such as the storage bat-

teries. Without the blocking diodes, a reverse current ow through the idle panel

could discharge the batteries and even cause thermal damage to the photovoltaic

cells [KOS80].

2.2 Lead-Acid Batteries

In a photovoltaic power supply system, batteries are used as an energy bu�er

(Figure 2.1). This bu�er is necessary because the sun is not consistently available

due to a variety of factors: the weather, time of the day, and for vehicles rapidly

changing insolation due to vehiclemotion. Using the batteries to store the electrical

power from the solar panels in the form of chemical energy makes the generated

energy readily available whenever it is needed, independent of the current weather

conditions and time.

Since the batteries are part of the overall electrical system, it is necessary to

include them in the system model. Therefore an equivalent electrical circuit model

for the batteries is needed to be able to analyze the dynamic performance and the

steady-state behavior of the whole power system.

Lu, Liu, and Wu [LLW95] use a model which was originally developed by

Salameh, Casacca, and Lynch in [CS92] and [SCL92] as shown in Figure 2.13. It

is an improvement of the commonly used Thevenin equivalent circuit model. The

Thevenin model describes the primary behavior of a battery correctly, but does

not account for the slowly changing properties of a battery such as the increase and

decrease of the operating voltage caused by the process of charging and discharging.
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Voc

Rbs

Rb1
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Figure 2.13: Equivalent circuit model of a lead-acid battery.

This new battery model includes equivalent components for all major oper-

ating characteristics of a lead-acid battery: The battery's electrochemical energy

capacity is represented by the capacitor Cbp whose charge is a result of the ow

of electrons over time and is linear for constant current conditions in a region of

10{90 percent of the maximum charge level. The value of Cbp is derived from the

general expression for the energy in a capacitor:

Ec =
1

2
CVc

2; (2.12)

with C being the capacitor's capacity and Vc being its voltage. Unlike a capacitor,

a battery's voltage will not be equal to zero at its lowest state of charge. This

is equivalent to a capacitor having a minimum charge level equal to the energy

Ec;min. The fully charged battery capacity is represented by a maximum charge

level with the energy Ec;max. This leads to the following equation for the overall

20



energy storable in a battery [LLW95]:

Eb = Ec;max � Ec;min =
1

2
CVmax

2 �
1

2
CVmin

2 =
1

2
Cbp

�
Vmax

2 � Vmin
2
�
: (2.13)

The energy Eb is either given by the manufacturer of the battery directly in kilowatt

hours (kWh) or it is speci�ed in ampere hours (Ah | which must be transformed

into the units used for energy (kWh) by multiplication with the speci�ed operating

voltage). The voltages Vmax and Vmin are the battery's maximum charge and

minimum charge open circuit voltages respectively. Conversion of equation (2.13)

�nally leads to an expression for the capacitor representing the battery's charge

capacity:

Cbp =
2Eb

Vmax
2 � Vmin

2 : (2.14)

The internal resistance of the battery is represented by the two series resistors

Rbs and Rb1. The bulk electrolyte and plate resistance is represented by the resistor

Rbs, whereas the resistor Rb1 represents electrolyte di�usion. Rb1 also models

(together with the small capacitor Cb1) the battery's overvoltage or polarization

e�ect [Bod77]. This represents the phenomenon wherein the battery's open circuit

voltage drops as soon as a load is connected. Similarly a sudden voltage jump can

be observed with the application of a charging current. Using the notation given in

Figure 2.13 the overvoltage can be expressed as the di�erence between the battery

open circuit voltage Voc and the battery terminal voltage Vb. Rb1 and Cb1 form a

parallel RC network with a time constant � = Rb1Cb1 so that

vb = voc +Rb1

�
1 � e�

t=�
�
ib +Rbsib: (2.15)

Another very important characteristic of a battery is self-discharge, represented

by the resistor Rbp in parallel with the main capacitor Cbp. It is caused by elec-
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trolysis of water at high voltages and by slow leakage across the battery terminals

at low voltages [SCL92].

The circuit in Figure 2.13 describes the characteristics of a lead-acid battery in

a comprehensive yet very simpli�ed way: Salameh, Casacca, and Lynch [SCL92]

give in their proposal of the model further mathematical expressions used to adjust

the model's components with varying temperature to represent the temperature

dependency of a battery. They do not account for further dependencies such as

the state of charge or the electrolyte level in the battery cells which are additional

factors inuencing the battery's characteristics.

In the research done by Lu, Liu, and Wu [LLW95] and the accompanying

simulations, these complex dependencies are neglected and �xed values are used

to represent the equivalent circuit's components. This is suÆcient since the battery

model is part of an only approximate dynamic model of the overall power supply

system used to analyze stability and system performance.

Figure 2.13 may be mathematically expressed in the frequency domain repre-

senting the equivalent input impedance of a lead-acid battery:

Z(s) = Rbs +Rb1kCb1 +RbpkCbp

= Rbs +
Rb1

Rb1Cb1s+ 1
+

Rbp

RbpCbps+ 1
:

(2.16)

For usage in the system's mathematical model it is necessary to transform (2.16)

into one single term of the following form:

Z(s) =
s2a2 + sa1 + a0
s2b2 + sb1 + b0

; (2.17)

where the coeÆcients ai and bj are used to represent the di�erent circuit compo-
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nents:

a2 = RbsRb1RbpCb1Cbp;

a1 = RbsRb1Cb1 +RbsRbpCbp +Rb1RbpCbp +RbpRb1Cb1;

a0 = Rbs +Rb1 +Rbp; (2.18)

b2 = Rb1RbpCb1Cbp;

b1 = Rb1Cb1 +RbpCbp;

b0 = 1:

This is the �nal form of the mathematical battery model as it will be used in the

system simulations in Chapter 4.

2.3 DC-DC Converters

In this section the principles of switching power conversion are introduced and

details of di�erent DC-DC converter circuits are discussed. The mathematical

models for the buck, boost, and buck-boost converter are derived to represent the

circuit's steady-state and dynamic behaviors.

A switching converter consists of capacitors, inductors, and switches. All these

devices ideally do not consume any power, which is the reason for the high ef-

�ciencies of switching converters. The switch is realized with a switched mode

semiconductor device, usually a MOSFET. If the semiconductor device is in the

o�-state, its current is zero and hence its power dissipation is zero. If the device

is in the on-state (i. e. saturated), the voltage drop across it will be close to zero

and hence the dissipated power will be very small [Eri97].

During the operation of the converter, the switch will be switched at a constant
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frequency fs with an on-time of DTs, and an o�-time of (1 � D)Ts, where Ts is

the switching period 1=fs and D is the duty ratio of the switch (D 2 [0; 1]) (see

Figure 2.14).

switch
position: closed open

vs(t)

Ts

DTs

DTs

D0Ts

Vi

0 t

Figure 2.14: Ideal switch voltage vs(t), duty ratio D, and switching period Ts.

2.3.1 The Buck Converter

The buck converter (Figure 2.15) can be often found in the literature as the

step-down converter. This gives a hint of its typical application of converting its

input voltage into a lower output voltage, where the conversion ratio M = Vo=Vi

varies with the duty ratio D of the switch.

vi

i iois il

vo

iC1 iC2

C1 C2

L

id
vlvs

Figure 2.15: Ideal buck converter circuit.

24



When the switch in Figure 2.15 is closed
�
t 2 [0;DTs)

�
, the diode will be reverse

biased and a current ows trough the inductor into the load (Figure 2.16). As soon

as the switch is open
�
t 2 [DTs; Ts)

�
, the inductor will maintain the current ow to

the load, but the loop closes through the now forward biased diode (Figure 2.17).

The equivalent circuit model

To further investigate the buck converter and to derive its mathematical model,

the equivalent circuit representation for the two di�erent switch states (open and

closed switch) must be analyzed. Figure 2.16 shows the equivalent circuit diagram

of a buck converter with the switch closed. Figure 2.17 represents the buck con-

verter with the switch open during the time interval D0Ts, where D0 denotes the

complement of the duty ratio D, de�ned as

D0 = 1 �D: (2.19)

vi

i ioil

vo

iC1 iC2

C1 C2

L

vl

Figure 2.16: Equivalent circuit of a buck converter at closed switch time DTs.

Applying Kirchho�'s law to the circuit in Figure 2.16 (switch closed) leads to
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the following set of equations:

iC1(t) = C1
dvi(t)

dt
= i(t)� il(t); (2.20)

iC2(t) = C2
dvo(t)

dt
= il(t)� io(t); (2.21)

vl(t) = L
dil(t)

dt
= vi(t)� vo(t): (2.22)

vi

i ioil

vo

iC1 iC2

C1 C2

L

vl

Figure 2.17: Equivalent circuit of a buck converter at open switch time D0Ts.

Using Kirchho�'s law on Figure 2.17 (switch open), a second set of equations

is obtained:

iC1(t) = C1
dvi(t)

dt
= i(t); (2.23)

iC2(t) = C2
dvo(t)

dt
= il(t)� io(t); (2.24)

vl(t) = L
dil(t)

dt
= �vo(t): (2.25)

These are the basic equations used to derive all the mathematical models de-

scribing the various properties of the buck converter.

Small-ripple approximation

Every variable in equations (2.20) to (2.25) has a dc value plus a ripple com-

ponent. This can be expressed in general by

x(t) = X + xripple(t); (2.26)
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where X represents the dc component of x(t) which is equivalent to its average

value hx(t)i, while xripple(t) denotes the signal's ripple.

For a well-designed converter, the magnitude of the ripple will be much smaller

than the dc component [Eri97]:

kxripple(t)k � X: (2.27)

Therefore the ripple can be neglected and the signal can be approximated by its

dc component:

x(t) � X = hxi: (2.28)

This approximation is called the small-ripple approximation or the linear-ripple

approximation and makes the mathematical analysis of switching converters much

easier. Equations (2.20) to (2.25) can now be rewritten; for DTs the resulting

equations are

iC1 = I � Il; (2.29)

iC2 = Il � Io; (2.30)

vl = Vi � Vo; (2.31)

and similarly for D0Ts:

iC1 = I; (2.32)

iC2 = Il � Io; (2.33)

vl = �Vo: (2.34)
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Volt-second balance and charge-balance

The dc values of the inductor voltage and the capacitor current deserve a closer

inspection. They are de�ned as the average of their original signal:

Vl = hvli =
1

Ts

Z Ts

0

vl(t) dt; (2.35)

Ic = hici =
1

Ts

Z Ts

0

ic(t) dt: (2.36)

Use of the relations vl = L dil
dt

and ic = C dvc
dt

yields:

il(Ts) � il(0) =
1

L

Z Ts

0

vl(t) dt; (2.37)

vc(Ts)� vc(0) =
1

C

Z Ts

0

ic(t) dt: (2.38)

If steady-state operation is assumed, the initial and �nal values for one switching

period must be equal:

il(t+ Ts) = il(t); (2.39)

vc(t+ Ts) = vc(t): (2.40)

These conditions are called inductor volt-second balance and capacitor charge bal-

ance respectively [Eri97]; it is now possible to rewrite equations (2.37) and (2.38)

as follows:

0 =
1

L

Z Ts

0

vl(t) dt; (2.41)

0 =
1

C

Z Ts

0

ic(t) dt: (2.42)

Comparing equations (2.41) and (2.42) with the de�nition for the average values

of vl and ic in (2.35) and (2.36), it is apparent that the dc values for the inductor
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voltage and capacitor current must be zero:

Vl = hvli =
1

Ts

Z Ts

0

vl(t) dt = 0; (2.43)

Ic = hici =
1

Ts

Z Ts

0

ic(t) dt = 0: (2.44)

This conclusion will be used in the next section to derive the dc model of the

converter.

Steady-state dc characteristics and conversion ratio

Equations (2.31) and (2.34) motivate the construction of the inductor voltage

using the small-ripple approximation as shown in Figure 2.18.

vl(t)

Vi�Vo

0

�Vo

DTs Ts t

hvli

Figure 2.18: Waveform of the inductor voltage vl(t) for an ideal buck converter.

The expression for the average inductor voltage can be easily derived from

the waveform in Figure 2.18. According to the principle of inductor volt-second

balance the average inductor voltage is equal to zero in the steady-state case so

hvl(t)i = D(Vi � Vo) +D0(�Vo) = 0: (2.45)

Using equations (2.29){(2.30) and (2.32){(2.33) and applying the principle of
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capacitor charge balance leads to the expressions for the average capacitor currents:

hiC1(t)i = D(I � Il) +D0I = 0; (2.46)

hiC2(t)i = D(Il � Io) +D0(Il � Io) = 0: (2.47)

Further conversion of (2.45){(2.47) combined with (2.19) leads to three simple

equations which describe the steady-state dc characteristics of a buck converter:

DVi = Vo; (2.48)

I = DIl; (2.49)

Il = Io; (2.50)

where (2.48) yields the conversion ratio M(D) of the buck converter

M(D) =
Vo
Vi

= D: (2.51)

Figure 2.19 illustrates this linear relation.

Determination of the voltage and current ripple

While the output voltage ripple amplitude �vo usually ranges within 1% of

the dc component Vo, the amplitude of the inductor current ripple �il varies by

as much as 10% to 20% of its dc value Il [Eri97]. This is important to know,

because the inductor current ripple is determined by the value of the inductance

L. If the ripple gets too large, the size of the switching semiconductor device must

be increased to handle the high current peaks. Increase in size would result in an

increase in weight and higher cost. Therefore a more detailed investigation of the

inductor current ripple must be done.

Using the well-known relation vl = L dil
dt and equation (2.31), which was de-

rived using the method of small-ripple approximation, the following expression is
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Figure 2.19: Conversion ratio M(D) vs. duty ratio D for an ideal buck converter.

obtained:

dil
dt

=
vl
L
�

Vi � Vo
L

; (2.52)

where dil
dt

represents the slope of the inductor current during the �rst time interval

DTs of a switching period.

For the second time interval D0Ts with (2.34) the equation becomes:

dil
dt

=
vl
L
�
�Vo
L

: (2.53)

As equations (2.52) and (2.53) show, the small-ripple approximation leads to a

linear expression for the slope of the switching ripple, hence its alternative deno-

tation as linear ripple approximation.

With the linear expression for dil
dt (2.52), the equation for the peak-to-peak
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current ripple can be easily derived:

ilpp = 2�il =
Vi � Vo

L
DTs: (2.54)

Since the converter is assumed to be in equilibrium, it does not make a di�erence

if DTs or D
0Ts is chosen to determine the the ripple amplitude.

Equation (2.54) can now be solved for the inductance L so that a desired current

ripple amplitude can be achieved:

L =
Vi � Vo
2�il

DTs: (2.55)

To obtain a desired output voltage ripple, a similar approach can be used. With

the relation iC2 = C2
dvC2
dt and small-ripple approximation (2.30), the following

equation is obtained:

dvC2
dt

=
iC2
C2

�
Il � Io
C2

; (2.56)

where
dvC2
dt

is the slope of the output voltage ripple during the time interval DTs.

This leads to the peak-to-peak output voltage ripple:

vopp = 2�vo =
Il � Io
C2

DTs; (2.57)

with �vo being the amplitude of the output voltage ripple.

Solving (2.57) for C2 yields an expression which can be used to choose C2 as a

function of the desired output voltage ripple:

C2 =
Il � Io
2�vo

DTs: (2.58)

The non-ideal converter model

All previous analysis was based on an ideal converter circuit with 100% eÆ-

ciency, which means that no component losses were considered. Sources for power
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loss can be inductor losses (such as magnetic core and copper losses), equivalent

series resistance (ESR) of capacitors, semiconductor conduction losses, and semi-

conductor switching losses. If all these e�ects are considered, the mathematical

model gets too complex for further analysis.

Inclusion of a resistance Rl to represent inductor losses (while neglecting other

sources of power loss) modi�es the buck converter model as shown in Figure 2.20.
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id
vl
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Figure 2.20: Buck converter with series resistor Rl to account for inductor losses.

For the time interval DTs the equations become:

iC1 = I � Il; (2.59)

iC2 = Il � Io; (2.60)

vl = �RlIl + Vi � Vo; (2.61)

and for D0Ts:

iC1 = I; (2.62)

iC2 = Il � Io; (2.63)

vl = �RlIl � Vo: (2.64)

Applying the principles of inductor volt-second balance and capacitor charge

balance to (2.59){(2.64), results in modi�ed versions of equations (2.48){(2.50) as
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shown below:

DVi = Vo +RlIl; (2.65)

I = DIl; (2.66)

Il = Io: (2.67)

The converter's eÆciency

The inclusion of losses in the converter model yields a new expression for the

conversion ratio between input and output voltage:

Vo
Vi

= �M(D); (2.68)

where � is the ratio of the converter's output power Pout to the input power Pin or

its eÆciency:

� =
Pout

Pin
=

VoIo
ViI

: (2.69)

If equations (2.65), (2.67), and (2.51) are used as substitutions in (2.68), the

expression for the conversion ratio can be found as:

Vo
Vi

=
Vo

Vo+RlIl
D

=
D

1 + RlIl
Vo

=
1

1 + RlIo
Vo

D =
1

1 + Rl

Z

D = � D; (2.70)

with Z = Vo=Io being the complex load of the converter. This leads to a new

expression for the eÆciency:

� =
Pout

Pin
=

1

1 + Rl

Z

: (2.71)

This means for the special case of the buck converter, the eÆciency � is independent

of the duty ratio and therefore the conversion ratio is still a linear expression of D.

The inuence of the load impedance on the eÆciency of the converter represents

the fact that a larger load causes a higher power transfer through the converter

and therefore higher losses.

34



The small-signal ac model

All equations derived in the previous sections represent only the buck con-

verter's steady-state dc behavior. To obtain a model of its dynamic characteristics

a small signal ac analysis is necessary.

As discussed before, the switching ripple of a well-designed converter can be

neglected in the modeling process. The variations which are now investigated

are underlying ac variations in the converter waveforms. This means that the

averaged signal hx(t)i, which is derived by small-ripple approximation, is assumed

to actually consist of its steady-state or quiescent value X plus some superimposed

small ac variations x̂(t):

hx(t)i = X + x̂(t): (2.72)

All the signals and waveforms of the converter can therefore be rewritten as follows:

d(t) = D + d̂(t);

hvi(t)i = Vi + v̂i(t);

hi(t)i = I + î(t);

hvo(t)i = Vo + v̂o(t); (2.73)

hio(t)i = Io + îo(t);

hil(t)i = Il + îl(t):

If these equations are substituted into the averaged equations (2.45) to (2.47) for
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the buck converter, recalled as

L
dhil(t)i

dt
= d(t)hvi(t)i � hvo(t)i;

C1
dhvi(t)i

dt
= hi(t)i � d(t)hil(t)i; (2.74)

C2
dhvo(t)i

dt
= hil(t)i � hio(t)i;

the following model can be derived:

L
d
�
Il + îl(t)

�
dt

=
�
D + d̂(t)

��
Vi + v̂i(t)

�
�
�
Vo + v̂o(t)

�
; (2.75)

C1

d
�
Vi + v̂i(t)

�
dt

= I + î(t)�
�
D + d̂(t)

��
Il + îl(t)

�
; (2.76)

C2

d
�
Vo + v̂o(t)

�
dt

= Il + îl(t)�
�
Io + îo(t)

�
: (2.77)

Since a small ac variation is added to the quiescent operating point value, this step

is called perturbation. After multiplying out equations (2.75){(2.77) and arrang-

ing the di�erent terms according to their order, the expression for the inductor

voltage (2.75) will appear as follows:

L

 
dIl
dt

+
dîl(t)

dt

!
= DVi � Vo| {z }

dc terms

+Dv̂i(t) + Vid̂(t)� v̂o(t)| {z }
1st-order ac terms

+ d̂(t)v̂i(t)| {z }
2nd-order ac term

: (2.78)

This equation is nonlinear because it contains a second-order ac term. Assuming

the ac variations are very small in magnitude compared to the dc steady-state

values, then

kx̂(t)k � X: (2.79)

Thus, equation (2.78) can be linearized by simply neglecting the second order term.

Since the derivative of a constant is equal to zero, the dc term is also eliminated.

This leaves a linear expression containing only the �rst-order ac variations such
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that equation (2.78) can be rewritten as

L
dîl(t)

dt
= Dv̂i(t) + Vid̂(t)� v̂o(t): (2.80)

Expressions (2.76) and (2.77) for the capacitor currents can be similarly linearized

using the small-signal assumption:

C1
dv̂i(t)

dt
= î(t)�Dîl(t)� d̂(t)Il; (2.81)

C2
dv̂o(t)

dt
= îl(t)� îo(t): (2.82)

Equations (2.80) to (2.82) represent the small-signal ac model of a buck converter

and therefore are suÆcient to describe the converter dynamics caused by nonlinear

components such as capacitors and inductors.

2.3.2 The Boost Converter

The principles of small ripple approximation, inductor volt-second balance, and

capacitor charge balance introduced in section 2.3.1 can be used in any switching

converter to �nd its steady-state voltages and currents.

The boost converter, as shown in Figure 2.21, is also known as the step-up con-

verter. The name implies its typical application of converting a low input-voltage

to a high output-voltage, essentially functioning like a reversed buck converter.

The equivalent circuit model

During the �rst time interval DTs of the switching period Ts, the closed switch

connects the input through the inductor to ground and a high current starts to

ow. The diode is reverse biased so no inductor current ows through the load

(Figure 2.22). After the switch is opened in the second time interval D0Ts of the
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Figure 2.21: Ideal boost converter circuit.

switching period (Figure 2.23), the nature of the inductor objects to the discon-

tinuity in the current ow, and the high current through the now forward biased

diode leads to a high voltage rise which is applied across the load.

To derive the boost converter's steady state transfer-functions and the expres-

sion for its conversion ratio M(D), the two di�erent time intervals DTs and D0Ts

for the switching period Ts must be considered.
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Figure 2.22: Equivalent circuit of a boost converter at closed switch time DTs.

Figure 2.22 shows the equivalent circuit of a boost converter during the time

intervalDTs, when the switch is closed. Application of Kirchho�'s circuit equations
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leads to the following set of expressions for DTs:

iC1(t) = C1
dvi(t)

dt
= i(t)� il(t);

iC2(t) = C2
dvo(t)

dt
= �io(t); (2.83)

vl(t) = L
dil(t)

dt
= vi(t):
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Figure 2.23: Equivalent circuit of a boost converter at open switch time D0Ts.

For the time period of the open switch D0Ts shown in Figure 2.23 a second set

of equations can be derived:

iC1(t) = C1
dvi(t)

dt
= i(t)� il(t);

iC2(t) = C2
dvo(t)

dt
= il(t)� io(t); (2.84)

vl(t) = L
dil(t)

dt
= vi(t)� vo(t):

Steady-state dc characteristics and conversion ratio

The small ripple approximation as discussed on page 27 makes it possible to

neglect the switching ripple in the converter signals and replace them by their

39



average values (2.28). This simpli�es equations (2.83) to

iC1 = I � Il;

iC2 = �Io; (2.85)

vl = Vi;

and (2.84) to

iC1 = I � Il;

iC2 = Il � Io; (2.86)

vl = Vi � Vo:

To �nd the averaged values for iC1, iC2, and vl over an entire switching period Ts

equations (2.85) and (2.86) are substituted into (2.87):

hx(t)i =
1

Ts

Z t+Ts

t

x(� ) d�

=
1

Ts

�Z t+DTs

t

x
���
[0;DTs)

(� ) d� +

Z t+Ts

t+DTs

x
���
[DTs;Ts)

(� ) d�

�
:

(2.87)

Application of the principle of inductor volt-second balance and capacitor charge

balance as introduced in section 2.3.1 on page 28 �nally yields the averaged dc

model of a boost converter:

hiC1(t)i = D(I � Il) +D0(I � Il) = 0;

hiC2(t)i = D(�Io) +D0(Il � Io) = 0; (2.88)

hvl(t)i = DVi +D0(Vi � Vo) = 0:

With D0 = 1 �D (2.19), this can be further simpli�ed to a �nal set of equations
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describing the steady-state dc characteristics:

I = Il; (2.89)

Io = D0Il; (2.90)

Vi = D0Vo; (2.91)

where (2.91) yields the conversion ratio M(D) of the ideal boost converter:

M(D) =
Vo
Vi

=
1

D0
=

1

1�D
: (2.92)

Figure 2.24 illustrates this relation for the step-up converter.
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Figure 2.24: Conversion ratio M(D) vs. duty ratio D for an ideal boost converter.

Determination of voltage and current ripple

For the boost converter, as for the buck converter in section 2.3.1, a linear

ripple approximation is made for the output voltage ripple �vo, the input voltage
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ripple �vi, and for the inductor current ripple �il. This makes it possible to

derive expressions to dimension the circuit components according to speci�ed ripple

limitations.

With equations (2.83) and (2.85) a linear approximation of the slopes of the

aforementioned ripples is given as

dvC1
dt

=
iC1
C1

�
I � Il
C1

;

dvC2
dt

=
iC2
C2

�
�Io
C2

; (2.93)

dil
dt

=
vl
L
�

Vi
L
;

where
dvC1
dt

,
dvC2
dt

, dil
dt

are the slopes of the input voltage ripple, the output voltage

ripple, and the inductor current ripple during the �rst time interval DTs, respec-

tively. With these linear equations it is easy to express the peak-to-peak ripple:

vipp = 2�vi =
I � Il
C1

DTs;

vopp = 2�vo =
�Io
C2

DTs; (2.94)

ilpp = 2�il =
Vi
L
DTs:

Solving (2.94) for the appropriate component values results in a set of equations

which make it possible to design a converter according to given ripple speci�cations:

C1 =
I � Il
2�vi

DTs;

C2 =
�Io
2�vo

DTs; (2.95)

L =
Vi
2�il

DTs:
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The non-ideal converter model

One important issue when designing a high eÆciency switching converter is to

determine the dependency of the conversion ratio on the losses occurring in the

real, non-ideal components. As in the buck converter example in section 2.3.1,

only the dependency on the inductor losses is analyzed. Figure 2.25 shows an

equivalent circuit diagram for a boost converter with inductor losses indicated by

a series resistor Rl.
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Figure 2.25: Boost converter with series resistor Rl to account for inductor losses.

The inclusion of inductor losses leads to a new set of system equations for

the boost converter. With the application of the small ripple approximation, the

equations for the time interval DTs are:

iC1 = I � Il;

iC2 = �Io; (2.96)

vl = �RlIl + Vi;

and for D0Ts

iC1 = I � Il;

iC2 = Il � Io; (2.97)

vl = �RlIl + Vi � Vo:

43



With the principles of inductor volt-second balance and capacitor charge bal-

ance, equations (2.96) and (2.97) yield a new steady-state averaged model for the

boost converter, which accounts for losses in the inductor:

I = Il;

Io = D0Il; (2.98)

Vi = RlIl +D0Vo:

The converter's eÆciency

If losses are taken into consideration, the eÆciency � of the converter has an in-

uence on its conversion ratio Vo=Vi (2.68). Using (2.92) and the eÆciency equation

(the ratio between output and input power) leads to

Vo
Vi

=
Vo

D0Vo +RlIl
=

1
D0

1 + RlIl
D0Vo

=
1
D0

1 + RlIo
D02Vo

=
1

1 + Rl

D02Z

1

D0
= �M(D); (2.99)

with Z = Vo=Io being the complex load of the converter. This yields

� =
1

1 + Rl

D02Z

: (2.100)

Like the buck converter equation (2.99) shows that the eÆciency and the con-

version ratio not only become dependent on parasitic e�ects of the circuit compo-

nents, but also on the actual load of the converter. This is understandable since

a higher load causes a higher power transfer through the converter and therefore

greater losses in non-ideal components.

However, unlike the buck converter, the relation (2.100) shows that the eÆ-

ciency of the boost converter depends on the duty ratio D, or more appropriately,

its complement D0 (2.19). This causes the conversion ratio Vo=Vi to be a nonlinear

function of D. Figure 2.26 shows this dependency of the converter's conversion
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ratio on the duty cycle D and shows how the ratio Rl=Z determines the maximum

possible step between input and output voltage.
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Figure 2.26: Conversion ratio Vo=Vi vs. duty ratio D for a non-ideal boost converter
dependent on Rl=Z.

The design requires a high eÆciency of a solar power system. Therefore it is

important to know how the conversion ratio of the utilized converter inuences

its eÆciency. To �nd this relation, the inverse of (2.99) must be found to form a

function �(Vo=Vi). This requires several steps: The inverse of (2.100) is found to be:

D0 =

s
Rl

Z
�

�

1� �
; (2.101)

where the positive root has been selected, since D0 2 (0; 1). (2.101) is then substi-

tuted into (2.99):

Vo
Vi

= �
1

D0
= �

s
1

Rl=Z
�
1� �

�
=

s
�(1� �)

Rl=Z
: (2.102)
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The inverse of (2.102) is then the desired function �(Vo=Vi):

�(Vo=Vi) =
1

2
�

r
1

4
�

Rl

Z
(Vo=Vi)

2: (2.103)

Because a converter is operating at its maximum eÆciency if Vo=Vi = 1, the positive

root of (2.103) is selected to plot the graph in Figure 2.27.
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Figure 2.27: EÆciency � vs. conversion ratio Vo=Vi for a non-ideal boost converter
dependent on Rl=Z.

The plot in Figure 2.27 shows how the maximum possible conversion ratio

depends on the factor Rl=Z. This limitation originates from the second term of

equation (2.103) and can be expressed as:

Vo
Vi
�

1

2

s
1

Rl=Z
: (2.104)

Such a limitation of the conversion ratio as in (2.104) did not occur for the buck

converter (section 2.3.1). This can be explained by the fact that the buck con-
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verter's eÆciency only depends on Rl=Z but not on the duty ratio D (2.71). This

will play a role for the choice of converter in the �nal photovoltaic power system.

The small-signal ac model

The small-signal ac model describes the dynamic behavior of the converter. To

obtain the ac model equations the given expressions for the dc model (2.88) are

perturbed using (2.73). For the boost converter this yields:

C1

d
�
Vi + v̂i(t)

�
dt

= I + î(t)�
�
Il + îl(t)

�
;

C2

d
�
Vo + v̂o(t)

�
dt

=
�
D0 � d̂(t)

��
Il + îl(t)

�
�
�
Io + îo(t)

�
; (2.105)

L
d
�
Il + îl(t)

�
dt

= Vi + v̂i(t)�
�
D0 � d̂(t)

��
Vo + v̂o(t)

�
:

Using the de�nition of the complement of the duty ratio (2.19), the perturbed

signal of d0(t) is given as

d0(t) = 1 � d(t) = 1�
�
D + d̂(t)

�
= D0 � d̂(t): (2.106)

This avoids the problem of having an additional variable, d̂0(t), in the �nal system

of equations .

If the di�erent terms in (2.105) are multiplied out and the new terms are sorted

according to their order, the system appears as follows:

C1

�
dVi
dt

+
dv̂i(t)

dt

�
= I � Il + î(t)� îl(t) ;

C2

�
dVo
dt

+
dv̂o(t)

dt

�
= D0Il � Io +D0 îl(t)� d̂(t)Il � îo(t) � d̂(t)̂il(t); (2.107)

L

�
dIl
dt

+
dîl(t)

dt

�
= Vi �D0Vo| {z }

dc terms

+ v̂i(t)�D0v̂o(t) + d̂(t)Vo| {z }
1st-order ac terms

+ d̂(t)v̂o(t)| {z }
2nd-order
ac terms

:
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This is a set of nonlinear equations. Assuming that the ac variations x̂(t) are

much smaller then the steady-state values of the signal (2.79), this system can be

linearized by neglecting the second order terms. If the terms on the right side

are equated to the terms on the left side of the equation, a set of linear system

equations remains:

C1
dv̂i(t)

dt
= î(t)� îl(t);

C2
dv̂o(t)

dt
= D0îl(t)� d̂(t)Il � îo(t); (2.108)

L
dîl(t)

dt
= v̂i(t)�D0v̂o(t) + d̂(t)Vo:

Since the derivative of a constant is equal to zero, the dc terms are also eliminated.

This result is consistent with the principles of inductor volt-second balance and

capacitor charge balance.

2.3.3 The Buck-Boost Converter

The buck-boost converter combines the properties of the buck and boost con-

�gurations. It can be used to ideally transform any dc input voltage into any

desired dc output voltage. In practical usage the ideality is of course limited by

component losses.
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Figure 2.28: Ideal buck-boost converter circuit.
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The equivalent circuit model

Figure 2.28 shows the ideal equivalent circuit diagram of the buck-boost con-

verter. If the switch is closed during the �rst time interval DTs of the switching

period Ts, a current starts owing from the input source through the inductor

to ground (Figure 2.29). After the switch opens at the beginning of the second

time interval D0Ts, this current ow is maintained by the nature of the inductor.

The current loop closes through the load and the diode (Figure 2.30). Since the

current is forced to ow \backwards" through the load, the output voltage Vo of

the buck-boost converter is negative. Variation of the duty ratio D will vary the

conversion ratio between output and input voltage Vo=Vi.
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Figure 2.29: Equivalent circuit of a buck-boost converter at closed switch time
DTs.

Application of Kirchho�'s law and node equations to the circuit in the �rst

switch state shown in Figure 2.29 yields the �rst part of the system equations for

the time period DTs:

iC1(t) = C1
dvi(t)

dt
= i(t)� il(t);

iC2(t) = C2
dvo(t)

dt
= �io(t); (2.109)

vl(t) = L
dil(t)

dt
= vi(t);
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Figure 2.30: Equivalent circuit of a buck-boost converter at open switch timeD0Ts.

and for the second time period D0Ts, after Figure 2.30:

iC1(t) = C1
dvi(t)

dt
= i(t);

iC2(t) = C2
dvo(t)

dt
= �il(t)� io(t); (2.110)

vl(t) = L
dil(t)

dt
= vo(t):

Steady-state dc characteristics and conversion ratio

The small ripple approximation (2.27) makes it possible to replace the time

dependent variables in (2.109) and (2.110) with their average values (2.28). This

yields for DTs:

iC1 = I � Il;

iC2 = �Io; (2.111)

vl = Vi;

and for D0Ts:

iC1 = I;

iC2 = �Il � Io; (2.112)

vl = Vo:
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Inductor volt-second balance and capacitor charge balance as discussed on

page 28 in section 2.3.1 lead with (2.87) to:

hiC1(t)i = D(I � Il) +D0I = 0;

hiC2(t)i = D(�Io) +D0(�Il � Io) = 0; (2.113)

hvl(t)i = DVi +D0Vo = 0:

The steady-state averaged model for the ideal buck-boost converter can now be

derived by multiplying out equations (2.113). This yields with D0 = 1�D (2.19)

I = DIl; (2.114)

Io = �D0Il; (2.115)

DVi = �D0Vo; (2.116)

where (2.116) yields the dc conversion ratio M(D) of the ideal buck-boost con-

verter:

M(D) =
Vo
Vi

= �
D

D0
= �

D

1�D
: (2.117)

Figure 2.31 illustrates the conversion ratio of a buck-boost converter as a plot over

the duty ratio D.

Determination of voltage and current ripple

A linear ripple approximation is done, like previously discussed converter types,

to determine equations which make it easier to design a converter which will meet

desired maximum switching ripple speci�cations. It is assumed that the slope of

the ripple during either of the two time intervals in a switching period Ts is a

linear function of time. For the interval DTs this yields with equations (2.109)
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Figure 2.31: Conversion ratio M(D) vs. duty ratio D for an ideal buck-boost
converter.

and (2.111)

dvC1
dt

=
iC1
C1

�
I � Il
C1

;

dvC2
dt

=
iC2
C2

�
�Io
C2

; (2.118)

dil
dt

=
vl
L
�

Vi
L
;

where
dvC1
dt ,

dvC2
dt , and dil

dt are the slopes of the switching ripples �vi, �vo, and �il,

respectively. This leads to the following expressions for the peak-to-peak ripple

amplitudes:

vipp = 2�vi =
I � Il
C1

DTs;

vopp = 2�vo =
�Io
C2

DTs; (2.119)

ilpp = 2�il =
Vi
L
DTs:
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Finally (2.119) can be transformed such that the converter components depend on

speci�ed switching ripple amplitudes �vi, �vo, and �il:

C1 =
I � Il
2�vi

DTs;

C2 =
�Io
2�vo

DTs; (2.120)

L =
Vi
2�il

DTs:

The non-ideal converter model

One important issue when designing a high eÆciency switching converter is to

determine the dependency of the conversion ratio on the losses occurring in the

real, non-ideal components. As in the buck converter example in section 2.3.1,

only the dependency on the inductor losses is analyzed. Figure 2.32 shows an

equivalent circuit diagram for a boost converter with inductor losses indicated by

a series resistor Rl.

vi

i iois

il

vo

iC1 iC2

C1 C2L

id

vl

Rl

Figure 2.32: Buck-boost converter with series resistor Rl to account for inductor
losses.
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The inclusion of the inductor losses leads to a modi�ed set of equations de-

scribing the converter. For the time interval DTs these are:

iC1 = I � Il;

iC2 = �Io; (2.121)

vl = Vi �RlIl;

and for D0Ts:

iC1 = I;

iC2 = �Il � Io; (2.122)

vl = Vo �RlIl:

Application of the principles of inductor volt-second balance and capacitor charge

balance yields the averaged steady-state model for a buck-boost converter with

inductor losses considered

I = DIl; (2.123)

Io = �D0Il; (2.124)

DVi = RlIl �D0Vo: (2.125)

The converter's eÆciency

The previously derived equations (2.124) and (2.125) can be used to obtain the

conversion ratio Vo=Vi for the non-ideal buck-boost converter as well as its eÆciency
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�. With (2.68)

Vo
Vi

=
Vo

RlIl �D0Vo
D

=
1

1� RlIl
D0Vo

�
�
D

D0

�

=
1

1 + RlIo
D02Vo

�
�
D

D0

�

=
1

1 + Rl

D02Z

�
�
D

D0

�
= �M(D);

(2.126)

which yields for the eÆciency

� =
1

1 + Rl

D02Z

: (2.127)

Interestingly the expression for the eÆciency of the buck-boost converter is the

same as for the boost converter
�
equation (2.100) on page 44

�
.
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Figure 2.33: Conversion ratio Vo=Vi vs. duty ratio D for a non-ideal buck-boost
converter dependent on Rl=Z.
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The properties of equation (2.126) are plotted in Figure 2.33. It can be seen

that the ratio Rl=Z determines the maximum possible conversion ratio Vo=Vi, with

Z being the load impedance Vo=Io.
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Figure 2.34: EÆciency � vs. conversion ratio Vo=Vi for a non-ideal buck-boost con-
verter dependent on Rl=Z.

For the system design and the selection of the converter type it is important

to characterize how the converter's eÆciency depends on the conversion ratio.

The function expressing this relation is the inverse of equation (2.126). For its

derivation the inverse of (2.127)
�
see equation (2.101)

�
is substituted into (2.126):

Vo
Vi

= �

�
D0 � 1

D0

�
= �

 
1 �

s
1

Rl=Z
�
1 � �

�

!
= � �

s
�(1� �)

Rl=Z
: (2.128)

The inverse of (2.128) is the desired function in dependence of Vo=Vi:

� (Vo=Vi) =
1

1 + Rl=Z

"
1

2
+
Rl

Z
� Vo=Vi �

r
1

4
+
Rl

Z
� Vo=Vi �

Rl

Z
(Vo=Vi)

2

#
: (2.129)
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Because the eÆciency is always greater than zero, the positive root must be se-

lected. The plot of this function (Figure 2.34) clearly shows the importance of

minimizing component losses in the converter. The maximum possible conversion

ratio dependent on Rl=Z is determined by the square-root term in equation (2.129):�
1

4
+
Rl

Z
� Vo=Vi �

Rl

Z
(Vo=Vi)

2

�
� 0; (2.130)

which yields for the conversion ratio:

Vo
Vi
�

1

2
�
1

2

s
1 +

1
Rl=Z

: (2.131)

The negative root has been chosen in (2.131) because the conversion ratio of the

buck-boost converter is always smaller then zero (see Figure 2.33).

The small-signal ac model

Similarly to sections 2.3.1 and 2.3.2, the small-signal ac model can be derived

to investigate the converter's dynamic behavior. If the switching ripple is assumed

to be zero, the perturbed system equations (2.113) become with (2.73):

C1

d
�
Vi + v̂i(t)

�
dt

= I + î(t)�
�
D + d̂(t)

��
Il + îl(t)

�
;

C2

d
�
Vo + v̂o(t)

�
dt

= �
�
Io + îo(t)

�
�
�
D0 � d̂(t)

��
Il + îl(t)

�
; (2.132)

L
d
�
Il + îl(t)

�
dt

=
�
D + d̂(t)

��
Vi + v̂i(t)

�
+
�
D0 � d̂(t)

��
Vo + v̂o(t)

�
:

If equations (2.132) are multiplied out, only �rst order terms remain. This leads

to a set of linear equations describing the small-signal behavior of the systems as

C1
dv̂i(t)

dt
= î(t)�Dîl(t)� d̂(t)Il;

C2
dv̂o(t)

dt
= �îo(t)�D0 îl(t) + d̂(t)Il; (2.133)

L
dîl(t)

dt
= Dv̂i(t) + d̂(t)Vi +D0v̂o(t)� d̂(t)Vo:
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Chapter 3

Maximum Power Point Tracking

As shown in the previous chapter, the energy extracted from a solar panel is

strongly limited by the physical constraints of photovoltaic cells. The approximate

power density of the insolation on a sunny day is around 1000W=m2. In combination

with solar cell eÆciencies between 15% and 17% this yields a maximum possible

power output between 150W=m2 and 170W=m2.

There are two ways to increase the power coming from a photovoltaic array:

One can add more panels to the array, which means an increase in area require-

ments and a great increase in cost for material. One can also attempt to make the

existing array always work at its highest possible eÆciency. Figure 2.10 on page 16

shows the Maximum Power Point (MPP) of a solar array. If the array is operated

at this point with its corresponding values for current Imp and voltage Vmp, the

maximum possible eÆciency is achieved.

The goal of this thesis is to �nd the optimummechanism for extracting the max-

imum possible power out of a given set of solar panels on the solar car SolTrain.

There are many di�erent approaches to this problem. A huge variety of con-

cepts leads to an even larger variety of circuits and mechanisms for operating pho-

tovoltaic panels as close as possible to the point of maximum power and eÆciency.



Some of the concepts are very robust and simple, whereas other approaches require

very sophisticated logic devices such as microprocessors combined with high-power

high-eÆciency switching converters.

In this chapter di�erent approaches to operating a solar panel at or close to its

maximum power point are analyzed and their suitability to the environment of a

solar car is examined.

3.1 Simple panel-load matching

To achieve the goal of operating the photovoltaic cells close to their point

of maximum power, the method of simple load matching can be used. In this

method the optimum operating point of the solar panel is determined either in

theory or under average operating conditions by a series of measurements. After

the corresponding values for maximum power current and voltage (Imp and Vmp)

are found, a matching load is designed.

In the existing con�guration of the car SolTrain, a battery pack with an

average operating voltage of 108V is used. The battery pack is con�gured as an

energy bu�er on a parallel bus with nine di�erent solar panels (see Figure 3.1).

Since the battery is electrically \sti�er" than the photovoltaic array, the system

bus voltage and therefore the operating voltage of the solar cells is tied to the

voltage of the batteries [SH84]. Such a system is usually designed such that the

average battery voltage is close to the average Vmp.

The advantage of this con�guration is its simplicity. Since no additional cir-

cuitry is used, the risk of component failure is kept low for the whole system and

the power loss between panel and batteries is reduced to the conductor losses.
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Figure 3.1: Top view of the SolTrain's solar panel con�guration. The corre-
sponding panel names can be found in Table 3.1.

The drawback of this system is that is does not take any changes in insolation

or temperature (and thus changes in Vmp) into consideration. In addition the dif-

ferent angles of incidence (AOI) on the individual panels are neglected. E�ects

like aging of the photovoltaic cell material or a dusty panel surface may also cause

a variation in the point of maximum power and eÆciency. Because of the parallel

connection of all the di�erent panels and the signi�cant di�erences in optimum

operating conditions, some panels are forced to operate far o� their point of max-

imum eÆciency. The discrepancy between the maximum power voltage Vmp and

the nominal battery voltage Vb (108V) was found to be higher than 50% for some

of SolTrain's solar panels (see Table 3.1). This yields a signi�cantly reduced

power output, since it was shown in section 2.1.3 that a deviation of only 10% will

already lead to a power reduction of approximately 25%.

Table 3.1 shows the values for the short circuit current Isc and the open circuit

voltage Voc for the di�erent solar panels on the car SolTrain at two di�erent

temperatures. It is apparent that Isc and Voc are sensitively dependent on changes

in operating conditions. The changes in the open-circuit voltage Voc are mainly

caused by the indicated temperature di�erence of approximately 25 ÆC (see also
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T � 50 ÆC T = 25 ÆC

panel Voc Isc Vmp
Vb�Vmp

Vb
Voc Isc Vmp

Vb�Vmp

Vb
name & location (V) (A) (V) (%) (V) (A) (V) (%)

[a] starboard (cells) 108.9 1.75 82.76 23.4 128.6 2.34 97.75 9.5

[b ] starboard (shards) 119.1 0.26 90.25 16.2 NA NA NA NA

[c ] starboard wing 104.7 0.14 79.75 26.3 NA NA NA NA

[d] top front 61.0 1.48 46.36 57.1 67.0 2.39 50.92 52.9

[e] top middle 114.9 1.75 87.32 19.1 135.2 2.37 102.75 4.9

[f ] top back 112.4 1.72 85.42 20.9 137.8 2.32 104.73 3.0

[g ] port (cells) 107.3 1.88 81.55 24.5 120.4 2.33 91.50 15.3

[h] port (shards) 109.1 0.27 82.92 23.2 NA NA NA NA

[ i ] port wing 104.5 0.17 79.42 26.5 NA NA NA NA

Table 3.1: The solar panels and the corresponding measured values for Isc and Voc
at di�erent temperatures for the solar car SolTrain. Vmp denotes the theoretical
maximum power voltage, whose deviation from the car's nominal battery voltage
Vb is given in %. The values at temperature T = 25 ÆC were measured in a testing
lab under STC, while the values at the approximate temperature T � 50 ÆC were
obtained during a �eld measurement on a sunny summer day in Portland, Oregon.

Figure 2.7 on page 13), whereas the changes in short-circuit current Isc indicate a

di�erence in insolation between the two measurements (see Figure 2.6 on page 13).

This might be the result of variations in the AOI or a discrepancy between STC

and plain Oregon sunlight. It is also noted that the values for the maximumpower

point Imp and Vmp are in constant proportion to Isc and Voc (see Figure 2.10 on

page 16). Therefore a more sophisticated method of panel-load matching must be

found if higher eÆciency is desired.

3.2 Semi-dynamic load matching

An improvement of the method discussed in section 3.1 is described by Yongji

and Deheng [YD92]. A number of individually controllable battery cells is con-

nected in series. Depending on the desired operating voltage of the photovoltaic

61



array, the number of battery cells in series can be changed.

Salameh [SMD88] implements a similar method with the use of an array recon-

�guration controller. By rearranging the series and parallel connections between

the di�erent panels, the matching between load and photovoltaic cell array is im-

proved. This enables the system to react to changes in environmental conditions

such as temperature and irradiance and therefore operate closer to the actual MPP.

Both these approaches require extra circuitry and wiring. In addition, the

stepwise increase or decrease in operating voltage does not permit accurate tracking

of the MPP. Furthermore in Yongji's approach it is diÆcult to keep an equal charge

level on all the battery cells which in the long term degrades battery life. As a

result the exibility necessary for the use with a solar powered vehicle can not be

achieved. These methods might be suÆcient for use with a stationary photovoltaic

system to provide two or more operating modes for di�erent times of the day or

di�erent seasons.

3.3 The voltage-feedback method

If no battery is present in the system to tie the bus voltage to an almost

constant level, a simple control system can be applied [SP93, HS98]. As discussed

in Chapter 2, a dc-to-dc converter can be used to convert the voltage level at

a photovoltaic cell array to another voltage level at the load. Feedback of the

panel voltage and comparison with a constant reference voltage can be used to

continuously adjust the duty ratio of the converter to operate the solar panel at a

prede�ned operating point close to the MPP.

This method makes it possible to operate a solar array under unknown or
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Figure 3.2: Voltage-feedback with pulse width modulation (PWM) on a dc-dc
converter.

changing load conditions and still be able to choose a desirable operating point for

the panel.

The disadvantages of this con�guration are the same as for the method of sim-

ple load matching with a battery pack as discussed in section 3.1. The system

is not able to adjust to changing environmental conditions such as insolation and

temperature. It is therefore not suitable for use in a solar powered vehicle.

As already mentioned above, the panel voltage at the maximum power point

Vmp can be considered to be a constant fraction of the panel's open-circuit voltage

Voc. This relation can be used to get information about the current position of the

panel's MPP and is employed in the approach discussed next.
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3.3.1 Measurement of Voc at the panel

An improved version of the voltage-feedback method is used by Enslin and

others [EWSS97]. The panel's open-circuit voltage Voc is measured by interrupting

the normal operation of the system with a certain frequency, storing the measured

value, and then adjusting the reference voltage vref to some fraction of the open-

circuit voltage which has been experimentally determined to be 76% of Voc. This

reference voltage is compared with the operating voltage of the panel V and the

resulting error signal vcomp is used as input to the PWM control of the dc-dc

converter (see also Figure 3.2).

This augmentation allows the control of the operating voltage of the photo-

voltaic panel with consideration of such important factors as irradiance and tem-

perature. In addition aging and dust accumulation on the cell surface are taken

into account.

Since the adjustment of the reference voltage to 76% of the open-circuit voltage

is always a �xed fraction, this method can still not be called real maximum power

point tracking. The accuracy of the adjustment of the operating voltage to the

maximum power voltage Vmp depends on the choice of this fraction compared to

the real ratio of Vmp to Voc.

The interruption of the regular system operation with a certain frequency yields

losses which are estimated by Sullivan and Powers [SP93] to be 0:05% of the

available maximum power. Losses caused by the inaccuracy in �nding the actual

MPP are estimated to be around 0:5% (although these �gures may be optimistic).

Frequent system interruption will furthermore lead to an increase in electrical noise.

The system components in the converter and the control circuit must be designed

to be able to cope with the resulting current interruptions.
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3.3.2 Usage of a pilot cell

To avoid the drawbacks related with a frequent interruption of the system op-

eration, Schaefer and Hise [SH84] as well as Salameh, Dagher, and Lynch [SDL91]

propose the use of a pilot cell. This is a single photovoltaic cell which is electri-

cally independent of the rest of the array. Its open circuit voltage Voc is constantly

measured and therefore gives implicit information of the rest of the panel's current

operating conditions. As with the method discussed in section 3.3.1, Voc of the pi-

lot cell is multiplied by a certain constant factor to result in the reference voltage

for the feedback control loop.

This method avoids the problems caused by the interrupted operation of the

photovoltaic array, but still allows adjustment of the feedback control reference

voltage dependent on changes in such important factors as irradiance and temper-

ature.

In a solar powered vehicle the use of a pilot cell as a reference for the behavior

of the array is not easy to implement. Surface area, already very limited, must

be reserved for the placement of the cell, which will not contribute to the power

generation itself.

In the special case of the solar car SolTrain it would be impossible to �nd

an ideal placement of a pilot cell to represent all the cells on the vehicle (see

Table 3.1). Since the di�erent solar panels are mounted at di�erent angles, it

would be necessary to place an individual pilot cell for each of them.

Since this method still uses a �xed factor to estimate the optimum operating

point voltage Vmp from a measured value of Voc, the MPP is still not truly tracked.

This technique relies on previous knowledge of the photovoltaic array's character-

istics to estimate where the maximum power point is. The losses caused by not
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operating at the exact MPP are of the same order of magnitude as estimated by

Sullivan and Powers [SP93] for the method described in section 3.3.1.

3.4 The power-feedback method

The overall goal is to increase the power output of the vehicles solar array. In

some papers it is proposed to maximize the power delivered to the load [SMD88,

HS98, SP93, HLS98]. But as Sullivan and Powers [SP93] point out, the maximiza-

tion of the power to a motor as a load may lead to a maximization of the power

dissipated in its windings and not to a maximization of its mechanical power

output. To have a design which is independent of the load type, it is therefore

preferable to pursue a maximization of solar panel output power.

If actual MPP tracking is to be achieved, it is necessary to get information

about the actual power extracted from the photovoltaic array. This can be done

by measuring the panel output voltage V and the panel output current I and then

multiplying these two parameters to get the actual value for the panel output power

P = V I. Given these values there are various methods of tracking the actual MPP

of the array.

3.4.1 The perturbation and observation method (P&O)

The P&O method is a widely used approach to MPPT. It employs a micropro-

cessor with the values for panel voltage V and panel current I as its input values

and the desired operating voltage Vref as its output value. The notation used for

the desired operating voltage Vref alludes to the fact that this system can then

be inserted in the already discussed voltage-feedback controller to supply vref as
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shown in Figure 3.2.

Another possible con�guration is to have the microprocessor directly controlling

the dc-to-dc converter's PWM input variable d. This makes the extra voltage

control feedback loop dispensable.

As the name of the P&O method states, this process works by perturbing the

system by increasing or decreasing the array operating voltage and observing its

impact on the array output power. Figure 3.3 shows a ow chart diagram of the

P&O algorithm as it is implemented in the controlling microprocessor.

As can be seen in Figure 3.3, V and I are measured to calculate the current

array output power P (k). This value for P (k) is compared to the value obtained

from the last measurement P (k � 1). If the output power has increased since

the last measurement, the perturbation of the output voltage will continue in the

same direction as in the last cycle. If the output power has decreased since the

last measurement, the perturbation of the output voltage will be reversed to the

opposite direction of the last cycle.

With this algorithm the operating voltage V is perturbed with every MPPT

cycle. As soon as the MPP is reached, V will oscillate around the ideal operating

voltage Vmp. This causes a power loss which depends on the step width of a single

perturbation. If the step width is large, the MPPT algorithm will be responding

quickly to sudden changes in operating conditions with the tradeo� of increased

losses under stable or slowly changing conditions. If the step width is very small

the losses under stable or slowly changing conditions will be reduced, but the

system will be only able to respond very slowly to rapid changes in temperature

or insolation. The value for the ideal step width is system dependent and needs to

be determined experimentally.
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Figure 3.3: Flow chart of the P&O MPPT algorithm. Cp is the perturbation step
width.
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Another drawback of the P&O method is described by Hussein and others

[HMHO95]. In the case of a sudden increase in insolation S, the P&O algorithm

reacts as if the increase occurred as a result of the previous perturbation of the

array operating voltage. The next perturbation, therefore, will be in the same

direction as the previous one. Assuming that the system has been oscillating

around the MPP, it can be seen in Figure 3.4 that a continuous perturbation in

one direction will lead to an operating point far away from the actual MPP. This

process continues until the increase in insolation slows down or ends.
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Figure 3.4: Deviation from the MPP with the P&O algorithm under rapidly chang-
ing insolation levels S.

In an environment of rapidly changing atmospheric conditions and frequently

changing insolation levels this deviation from the MPP can cause signi�cant power

loss. A moving vehicle represents such an environment. The rapid changes of

the insolation levels S on a photovoltaic array mounted on a vehicle are not only
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caused by clouds and passing shadows of buildings or vegetation, but also by the

ever changing AOI on the array as the car moves around curves and corners.

Experimental results by Hussein and others [HMHO95] show an eÆciency of

81.5% when using the P&O algorithm. This however, is still a vast improvement

compared to the 31.3% eÆciency shown by a system operating without any MPPT

mechanism.

The improved P&O algorithm

Burger [Bur97] proposes a solution to the problem of deviation from the MPP

during rapidly increasing insolation levels. He introduces a new condition to the

`Yes' branch of the �P (k) > 0 condition in the P&O algorithm (Figure 3.3). If

the output power has increased twice during the last two cycles or if the direction

of perturbation has been the same for the last two steps, the direction of the

perturbation of the output voltage is reversed. Table 3.2 shows the truth table for

this improved algorithm with all of the 16 possible states of the MPPT and the

resulting choice of the next �Vref (k + 1).

Table 3.2 shows two cases of unclear conditions. These occur when the out-

put power has increased twice over two consecutive steps in the same direction

of perturbation. In this case it could be that the system is deviating from the

MPP as indicated in Figure 3.4. Therefore the new control condition cc as pro-

posed by Burger has been included in the P&O algorithm. If the output power

increase is caused by the perturbation of the output voltage and not by an increase

in insolation, the value for P (k) will decrease with this proposed control step in

the opposite direction. If the output power increase is caused by an increase in

insolation, the power will still be increasing even with this reversal of the perturba-
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signum signum signum signum signum
�Vref �P �Vref �P status �Vref
(k � 1) (k � 1) (k) (k) (k + 1)

- - - - invalid +
- - - + invalid, cc true +
- - + - S decr. -
- - + + V < Vmp +
- + - - V � Vmp +
- + - + unclear, cc true +
- + + - V > Vmp -
- + + + S incr., cc true -
+ - - - S decr. +
+ - - + V > Vmp -
+ - + - invalid -
+ - + + invalid, cc true -
+ + - - V < Vmp +
+ + - + S incr., cc true +
+ + + - V � Vmp -
+ + + + unclear, cc true -

Table 3.2: Truth table for the improved P&O algorithm with MPP deviation
control condition \cc". S is the insolation level.
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tion. Therefore the system will be oscillating around its previous operating point

until the increase in insolation ends. The exact behavior of the system with this

improved P&O algorithm will be discussed along with the performed Simulink r

simulations in Chapter 4.

3.4.2 The incremental conductance method (IncCond)

To avoid the drawbacks of the P&O MPPT method, Hussein and others

[HMHO95] developed the incremental conductance MPPT algorithm (IncCond).

It is based on the fact that the derivative of the output power P with respect to

the panel voltage V is equal to zero at the maximum power point (MPP). The

solar panel's P -V characteristics in Figure 3.4 show further that the derivative is

greater than zero to the left of the MPP and less than zero to the right of the

MPP. This leads to the following set of equations:

dP

dV
= 0 for V = Vmp; (3.1)

dP

dV
> 0 for V < Vmp; (3.2)

dP

dV
< 0 for V > Vmp: (3.3)

The fact that P = V I and the chain rule for the derivative of products yields

dP

dV
=

d (V I)

dV
= I

dV

dV
+ V

dI

dV
= I + V

dI

dV
: (3.4)

Combining equations (3.1) and (3.4) leads to the MPP condition (V = Vmp) in

terms of array voltage V and array current I:

dI

dV
= �

I

V
: (3.5)

This shows that with equations (3.1){(3.4) enough information is gathered to de-

termine the relative location of the MPP by measuring only the incremental and
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instantaneous array conductances dI
dV and I

V
, respectively. Hussein and others used

these relations to develop the IncCond algorithm as shown in Figure 3.5.

The algorithm is implemented with a microprocessor controlling either the dc-

to-dc converter input d directly or by setting the reference voltage vref for a voltage-

feedback controller circuit as shown in Figure 3.2.

As can be seen in Figure 3.5, the IncCond MPPT method works with just two

sensors measuring the panel's operating voltage V and current I. The necessary

incremental changes dV and dI are approximated by comparing the most recent

measured values for V and I with those measured in the previous cycle:

dV (k) � V (k)� V (k � 1); (3.6)

dI(k) � I(k)� I(k � 1): (3.7)

The central function to �nd the MPP employs the conditions

dI

dV
= �

I

V
; (3.8)

and

dI

dV
> �

I

V
: (3.9)

If (3.8) is true, the system operates at the MPP and no change in operating

voltage is necessary | thus the adjustment step is bypassed and the current cycle

ends.

If (3.8) is false, equation (3.9) with (3.2) and (3.3) is used to determine whether

the system is operating at a voltage greater or less than Vmp. The operating voltage

is adjusted accordingly.

If the system was operating at the MPP during the previous cycle, the incre-

mental change of the operating voltage will be zero ( dV (k) = 0). This would lead
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Figure 3.5: Flow chart of the IncCond MPPT algorithm. Ca is the adjustment
step width.
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to a division by zero error. To avoid a system crash, this condition is checked �rst

and leads if true to another branch in the algorithm with further tests on possible

changes of the panel's operating conditions. Since the voltage has not changed,

the only useful information about possible changes can be gained from the current

measurement and its possible incremental change dI. If dI is equal to zero, the

operating conditions have not changed and therefore the adjustment of the system

voltage is bypassed. If dI 6= 0, equations (3.2) and (3.3) are used to determine

if the system is operating above or below Vmp and a corresponding adjustment of

the operating voltage is performed.

One of the advantages of this MPPT algorithm is that it does not oscillate

around the MPP. The check of conditions (3.8) and dI = 0 allows it to bypass the

perturbation step and therefore maintain a constant operating voltage V once the

MPP is found.

Furthermore, conditions (3.9) and dI > 0 make it possible to determine the

relative location of the MPP. This leads to the advantage that an initial adjustment

in the wrong direction, as with the \trial and error" P&O method, does not occur.

A fast and correct system response to changing operating conditions should be the

result | yielding a high system eÆciency.

According to Hussein, the mentioned problem of deviation from the MPP un-

der fast increasing insolation levels in a P&O controlled system is overcome with

the IncCond method. This claim will be tested by a complete system simulation

discussed in Chapter 4.

Hussein and others' experimental results showed for the IncCond method an

eÆciency in relation to theoretical maximum power of 89.9%. The same exper-

imental con�guration with the P&O MPPT algorithm resulted in only 81.5%
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eÆciency (see section 3.4.1).

Hussein and others also discovered with their experiments that the maximum

power condition dP
dV = 0 (which is equivalent to dI

dV = � I
V
) only rarely occurred.

This results in oscillations around the MPP even under stable environmental con-

ditions. This instability is mainly caused by the approximations made for dV and

dI with equations (3.6) and (3.7). It is also very diÆcult to adjust V to the exact

Vmp when using a constant adjustment step width Ca.

A solution to this problem would be to add a small marginal error � to the

maximum power condition (3.5) such that the MPP is assumed to be found if���� dIdV +
I

V

���� � �: (3.10)

The value of � must be determined with consideration of the tradeo� between the

problem of not operating exactly at the MPP and the possibility of oscillating

around it. It will also depend on the chosen perturbation step width Ca.

Further detailed investigations of the IncCond MPPT method will be discussed

in Chapter 4 with the support of performed Simulink r simulations.

3.4.3 Analog MPPT methods

The two previously discussed methods both utilize microprocessors to track the

MPP. The values for the solar array's output voltage V and output current I are

digitized and then analyzed by an algorithm to decide on an appropriate control

step.

Analog systems use the voltage and the current from the photovoltaic cells

directly to control the operating point of the panel. The current is sensed by a small

resistance in the current path. The resulting voltage drop vsense is proportional to

76



the current's value.
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Fast Comparator

Integrator

Multiplier

Flip Flop
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vsense

V

P

P1

P2

Figure 3.6: Analog MPPT mechanism

Salameh and Taylor [ST90] propose the system shown in Figure 3.6. The

voltage vsense which is proportional to the panel current I is multiplied with the

panel voltage V . The multiplier outputs a signal proportional to the present panel

output power P . The two di�erent RC circuits force di�ering time delays upon

the signal P in the two branches to form P1 and P2. These two signals generate

an output signal at the comparator representing the sign of the derivative dP
dt . For

increasing power output at the panel this slope is greater than zero, for decreasing

power it is less than zero. The comparator's output is then used to trigger a ip-

op which toggles its output value between the two states �1 and 1 every time

a falling edge occurs on its input. The ip-op's output is integrated and used

as a slowly increasing or decreasing vcomp to form the PWM control signal of the

dc-to-dc converter as shown in Figure 3.2 on page 63.

This analog approach to MPPT is similar to the simple P&O MPPT method

discussed in section 3.4.1. The output voltage of the panel is perturbed by changing

the conversion ratio d of the dc-to-dc converter. To decide on the direction of

perturbation a feedback loop is created. The value of dP
dt is used to determine
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whether the output power of the panel increases or decreases. If the output power is

increasing, the perturbation continues in one direction until a decrease is detected.

The perturbation is then reversed and continues in the opposite direction until the

sign of dP
dt changes again from positive to negative.

On the P -V curve shown in Figure 2.10 this is equivalent to the operating point

of the panel climbing up towards the MPP. As it overshoots the ideal operating

voltage Vmp the MPP is passed and the power starts to decrease. This causes the

derivative dP
dt to become negative and triggers the ip-op to change its output

state. Now the direction of perturbation is reversed and the operating point climbs

towards the MPP again. A constant oscillation around the MPP is the result.

This similarity to the P&O method comes along with almost the same draw-

backs: in the case of rapidly increasing insolation levels, the tracking mechanism is

unable to detect if the power increase is caused by its perturbation of the operating

point or by the increase of irradiance at the photovoltaic cells. This can cause a

deviation from the MPP as shown in Figure 3.4 which results in unwanted power

losses. Furthermore, the continuous perturbation of the operating point causes

an oscillation around the MPP even under constant operating conditions. These

oscillations further reduce the eÆciency of this MPPT mechanism.

One of the main disadvantages of this analog MPPT technique is mentioned by

Sullivan and Powers [SP93]: rapid changes in insolation or a noisy current sense

signal can cause the ip-op to change its state incorrectly. The system is unable

to recover from this error. The false ip-op state will force the operating point

to ramp away from the MPP, resulting in a constant negative input signal at the

ip-op. Since the ip-op changes its state only if a falling edge occurs on its

input, the operating point will continue to drift in the wrong direction until the
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system shuts down.

To prevent the system from being shut down with this arbitrarily occurring

error, a fault condition must be de�ned. Sullivan and Powers suggest monitoring

the panel output current and forcing the ip-op to change its state as soon as the

current falls below a pre-determined limit. The drawback of this solution is the

limitation of the operating range of the panel to current values above this limit.

Furthermore, the operating point must drift quite far away from the MPP for the

faulty state to be detected. This will create a signi�cant source of power loss if the

error occurs frequently.

3.4.4 Forced oscillation | auto oscillation

In all of the MPPT methods discussed so far, the derivative of the solar panel's

output power was used in various ways to determine the relative location of the

MPP. Appropriate adjustment of the operating voltage eventually led to an operat-

ing point closely oscillating around the MPP. These oscillations were automatically

generated by the utilized feedback control.

A new method with a forced oscillation of the operating point is introduced

by Cocconi and Rippel in the GM Sunracer Case History [CR90]. A small 100Hz

voltage ripple is added to the panel's operating voltage. This results in an output

power ripple whose phase and amplitude are dependent on the operating point's

location relative to the MPP.

Figure 3.7 shows how a modulation of the array voltage causes a ripple in the

output power. If this modulation occurs in the area below the MPP (denoted A),

the voltage and the power ripple will be perfectly in phase. If the modulation

occurs at an operating point in the area above the MPP (denoted B), the output
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Figure 3.7: P -V curve for the solar array with the power ripple caused by the array
voltage modulation. The letter A denotes the area for an operating point below
the MPP, B the area above the MPP.

80



power ripple will be 180 degrees out of phase. In the special case that the operating

point is exactly at the MPP, the power ripple will have twice the frequency of the

voltage ripple and be very low in amplitude.

Cocconi and Rippel then feed the ac component of the output power signal

into a \synchronous detector" which is clocked by the supplied voltage ripple.

This detector analyzes the signal's phase and magnitude and outputs an error

signal proportional to the operating point's distance to the MPP. The error signal

is integrated and fed back into the dc-to-dc converter's PWM control.

The advantage of this method is that the phase and amplitude analysis provides

information about the location of the MPP. Furthermore, the integrated output

signal of the synchronous detector slowly converges towards zero as the operating

point approaches the MPP. This allows for the operating voltage V to be slowly

adjusted towards Vmp. There will be no continuous oscillation around the MPP

caused by a �xed step width of the MPPT. The only oscillation occurring with

this method is the 100Hz modulation of the operating voltage.

The drawback of this method is the diÆculty in evaluating very low signal

amplitudes. The ac component of the output power signal is much smaller than

the dc component and will contain a high noise level due to the switching dc-to-dc

converter. This noise can be �ltered out using higher order bandpass �lters, but

this will lead to further losses in the signal's amplitude. When the operating point

�nally approaches the MPP, the signal's amplitude will further decrease and will

make it diÆcult for the synchronous detector to maintain a stable output signal.

An increase in the amplitude of the modulating signal to improve the signal to

noise ratio will also lead to higher oscillations at the MPP and therefore increase

power losses even under stable environmental conditions [Bur97].
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3.5 The current-feedback method

In all of the real MPPT methods presented so far, a measurement of I and V

was used to get information about the present panel output power. Based on this

information the MPPT mechanism adjusted the panel output voltage V to move

the operating point of the solar cells closer to their MPP.

Sullivan and Powers [SP93] as well as Burger [Bur97] present a new method

of MPPT using only a current measurement to get information on the system's

present operating point.

Their method is based on the assumption that the system's battery pack always

operates at a nearly constant voltage level. Therefore a maximization of the power

fed into the battery would be equal to maximizing the battery charge current Ib.

This means that instead of �nding and minimizing dP
dV , this technique seeks to

control and minimize the derivative dIb
dV . The information gained from the current

measurement is interpreted in the same manner as the power signal has been

used in the previous tracking methods. This means that either the analog MPPT

methods as proposed by Sullivan and Powers or microprocessor based methods as

proposed by Burger with the standard MPPT algorithms (see sections 3.4.1 and

3.4.2) are applicable.

The advantage of this method is that it does not require the complexity, cost

and power necessary to sense and multiply two di�erent operating parameters.

Since the maximized battery input current Ib equals the dc-to-dc converter's

output current, this approach has the same restrictions as techniques maximizing

the dc-to-dc converter output power: it is dependent on a battery as a load. The

risk of maximizing the power dissipation in the windings of a dc-motor load has
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already been mentioned at the beginning of section 3.4. But there are further

problems occurring without a battery bu�er tying the voltage to an almost constant

level: maximizing power is only equivalent to maximizing current if a rise in current

is always associated the with a rise in power. In mathematical terms this means

that the derivative dPb
dIb

must be bounded and strictly greater than zero. This can

be expressed as:

0 <
Vb
Ib

+
dVb
dIb

<1: (3.11)

This will always be the case for a plain resistive load or a battery load. But if

the load consists of another PWM dc-to-dc converter for example controlling a

dc-motor (as with the SolTrain), the derivative dPb
dIb

would be ideally equal to

zero which would result in the impossibility of �nding the MPP in the measured

current signal.
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Chapter 4

Simulation and Evaluation

Simulations are a powerful tool for evaluating the theoretical performance of dif-

ferent systems. The device under test can be operated under easily controllable

conditions and its performance can be precisely monitored. The process of simula-

tion links the two major parts of a system design: the theoretical outline and the

realization of a prototype. Finally, since changes in the design can be made easily

in a simulated system, it is possible to experiment with a wide set of variations in

order to �nd the optimum solution.

Since digital MPPT methods provide better control than analog techniques

and are essentially independent of environmental inuences on performance, they

are best suited for operation in the rough conditions of an outdoor vehicle. The

challenging aspect of the design of a digital controller for MPPT applications is the

inclusion of a discrete-time device into a continuous-time environment. This makes

it impossible to obtain a closed-form transfer-function for conventional analysis of

the system's stability and dynamic performance.

The MathWorks' software package Matlab
r includes the simulation tool

Simulink
r. It provides the possibility to simulate \mixed continuous and discrete

systems" [TMW98]. This makes it well suited to implement, test, and evaluate



digital MPPT systems introduced in Chapter 3.

Simulink
r allows for the division of a simulated system into a number of

subsystems. These subsystems can be modeled and tested individually and then

interconnected later. This makes it possible to build the physical subsystems

such as the solar panel, the batteries, the dc-to-dc converter, and the MPPT as

independent units and verify their proper functionality. Finally these subsystems

can be combined to form a complete MPPT-controlled photovoltaic power system

as shown in Figure 4.1. MPPT techniques and converter types can be combined

and their operation can be simulated on solar panels and a battery pack of any

desired size under an unlimited variety of operating conditions.

voltage [V]current [A]

solar panel

V 

dc−to−dc converter

battery

controller
         0

display

i

i i

ib

ib

ib

vb

vb

vb

d
d d

v

v

Figure 4.1: Block diagram of the MPPT-controlled solar power system.

Oscilloscope and discrete-value display blocks can be attached to any intercon-

necting line to monitor the corresponding signal's behavior. The monitored signal

can also be written to a workspace variable for further evaluation and analysis
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using Matlab
r.

The next section will clarify how the various subsystem blocks for this study

were modeled and on which mathematical equations they are based.

4.1 Modeling of the system components

The MPPT-controlled photovoltaic power system is simulated as a combination

of subsystems as shown in Figure 4.1. Individual subsystem blocks represent the

actual physical parts of the power supply system. Their models are based on the

characteristic equations derived in Chapter 2.

4.1.1 The solar panel

The mathematical model for a photovoltaic cell array was derived in sec-

tion 2.1.3 and is given by equation (2.9) as

I = Iph � Is1

h
e
q(V+IzRs)

zn1kT � 1
i
� Is2

h
e
q(V +IzRs)

zn2kT � 1
i
�

V + IzRs

zRp
:

Further expressions
�
equations (2.4), (2.5), and (2.6)

�
were given to substitute for

Iph, Is1 , and Is2 respectively and are repeated here for convenience:

Iph(T ) = Iphj(T=298K)
�
1 + (T � 298K) � (5 � 10�4)

�
;

Is1 = K1T
3e�

Eg
kT ;

Is2 = K2T
5
2 e�

Eg
kT :

To build an equivalent Simulink r simulation model of the solar panel, the

above substitutions were used to further subdivide the panel into blocks repre-

senting the various elements of its equivalent circuit model (introduced in Fig-
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ure 2.5). For example, the current through the parallel resistance (which is given

as IRp =
V+IzRs

zRp
) is realized as presented in Figure 4.2.

1

Rp current

30

parallel
resistance Rp

1

u

4

number of
cells in series

3

series resistance Rs

2

current I

1

voltage V

Figure 4.2: Simulink r implementation of the expression IRp =
V+IzRs

zRp
.

Separate blocks are created for the two diode currents Id1 and Id2, and the

generated photo-current Iph. The interconnection of these individual subsystems

yields the �nal simulation model of the solar panel. The resulting block diagram

is shown in Figure 4.3.

The values for cell temperature T , insolation S, and number of photovoltaic

cells in series z are accessible as external variables and can be changed anytime

during the simulation process. This makes it possible to observe and evaluate the

system's reaction to sudden changes in the operating conditions, such as variations

in irradiance caused by passing sources of shade.

All further component dimensions are obtained from manufacturer's speci�ca-

tions [Bur97] for a photovoltaic cell type similar to that used in the solar racing

87



T

1

C
ur

re
nt

 [A
]

15
e−

3

se
rie

s 
re

si
st

an
ce

 R
s

C
ur

re
nt

 I
V

ol
ta

ge
 V

se
rie

s 
re

si
st

an
ce

 R
s

nu
m

be
r 

of
 c

el
ls

 in
 s

er
ie

s

R
p 

cu
rr

en
t

pa
ra

lle
l r

es
is

ta
nc

e

7*
8*

5

nu
m

be
r 

of
 c

el
ls

27
3

ab
so

lu
te

 
te

m
pe

ra
tu

re
of

fs
et

In
so

la
tio

n 
[W

/m
^2

]

T
em

pe
ra

tu
re

 [K
]

Ip
h(

T
)

10
00

In
so

la
tio

n 
[W

/m
^2

]

cu
rr

en
t I

V
ol

ta
ge

 V

T
em

pe
ra

tu
re

 [K
]

nu
m

be
r 

of
 c

el
ls

 in
 s

er
ie

s

se
rie

s 
re

si
st

an
ce

 R
s

di
od

e2
 c

ur
re

nt

D
io

de
 2

cu
rr

en
t I

V
ol

ta
ge

 V

T
em

pe
ra

tu
re

 [K
]

nu
m

be
r 

of
 c

el
ls

 in
 s

er
ie

s

se
rie

s 
re

si
st

an
ce

 R
s

di
od

e1
 c

ur
re

nt

D
io

de
 1

25

C
el

l t
em

pe
ra

tu
re

 
[d

eg
r.

C
]

1
V

ol
ta

ge
 [V

]

T

T

T

I p
h

i

i

F
ig
u
re
4.
3:
F
u
n
ct
io
n
al
b
lo
ck
d
ia
gr
am
of
th
e
so
la
r
p
an
el
.

88



car SolTrain. The actual values are noted in Appendix A.

4.1.2 The batteries

In section 2.2 an equivalent circuit model for a lead-acid battery was intro-

duced (Figure 2.13). A mathematical description was given and transfered into a

single-term form in the frequency domain
�
equation (2.17)

�
denoted as the battery

impedance:

Z(s) =
s2a2 + sa1 + a0
s2b2 + sb1 + b0

;

where the coeÆcients ai and bj were given as expressions (2.18).

For the simulations this equation was represented as a single transfer-function

block, which accepts the coeÆcients of the given polynomials directly (see Fig-

ure 4.4). The battery's equivalent capacitance Cbp was determined using equa-

tion (2.14) and data from the manufacturer's speci�cation of the SolTrain bat-

tery pack1. The remaining component values were modeled to realize an approx-

imate overvoltage of 27V at the maximum charging current of 9.5A | based

on experimental data acquired by Lu, Liu, and Wu [LLW95] and by Casacca

and Salameh [CS92]. The exact values used for the simulations are given in Ap-

pendix A.

4.1.3 The dc-to-dc converter

Various mathematical models of the three converter types (buck, boost, and

buck-boost) were derived in Chapter 2. For the simulations a model is neces-

1The SolTrain battery pack consists of a series connection of 9 independent 12V GNB
batteries with a speci�ed capacity of 45Ah each. This adds up to an theoretical operating
voltage of 108V. The actual operating range (Vmin; Vmax) of the batteries lies between 90V and
125V.
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1
(Rbs*Rbp*Cbp*Rb1*Cb1)s  +(Rbp*Rb1*Cb1+Rb1*Rbp*Cbp+Rbs*Rb1*Cb1+Rbs*Rbp*Cbp)s+(Rbs+Rb1+Rbp)2

(Rbp*Cbp*Rb1*Cb1)s  +(Rbp*Cbp+Rb1*Cb1)s+12

battery impedance

1

ib vb

Figure 4.4: Battery impedance represented as a single Simulink
r transfer-

function block.

sary which describes the converter's steady-state behavior as well as its dynamic

performance.

The buck converter

The basic equations for the buck converter were given in section 2.3.1 as expres-

sions (2.20){(2.22) for the time period DTs and (2.23){(2.25) for D0Ts. They can

be used to obtain an averaged system description when employing equation (2.87):

dv

dt
=

1

C1
[i� dil] ;

dvb
dt

=
1

C2
[il � ib] ; (4.1)

dil
dt

=
1

L
[dv � vb] :

When the derivative d
dt
of a variable is equal to zero (i. e., in the steady-state case),

these equations are equivalent to the steady-state dc model derived in section 2.3.1

as expressions (2.48){(2.50). If d
dt 6= 0, equations (4.1) represent the desired system

dynamics. They must be brought into a form which is suited to interconnect their

representing system blocks with the rest of the simulated power system:

ib = il � C2
dvb
dt

; (4.2)

il =
1

d

�
i� C1

dv

dt

�
; (4.3)

v =
1

d

�
vb + L

dil
dt

�
: (4.4)
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These expressions can then be implemented in Simulink
r as shown in Fig-

ure 4.5 for equation (4.4).

1

1

u

gain

du/dt

derivative

3

2

1

il

L

vb

d

v

Figure 4.5: Simulink r implementation of equation (4.4).

Three subsystems, each representing one of the equations (4.2){(4.4), are com-

bined to form a buck converter simulation model as shown in Figure 4.6. The

chosen form of equations (4.2){(4.4) permits the use of the output voltage v of the

converter as a direct input to the previously-discussed model of the solar panel. In

the same way the converter output current ib can be used as a direct input to the

battery simulation block.

The boost converter

The basic expressions describing the boost converter were given in section 2.3.2

as equations (2.83) and (2.84). These can be used as discussed above to derive the
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Figure 4.6: Block diagram for the simulation of a buck converter.

averaged model:

C1
dv

dt
= d (i� il) + d0 (i� il) = i� il;

C2
dvb
dt

= d (�ib) + d0 (il � ib) = (1 � d) il � ib; (4.5)

L
dil
dt

= dv + d0 (v � vb) = v � (1� d) vb:

The equations are then rearranged to allow the interconnection of the boost con-

verter simulation block with the remaining system:

il = i� C1
dv

dt
; (4.6)

ib = (1� d) il � C2
dvb
dt

; (4.7)

v = (1� d) vb + L
dil
dt

: (4.8)

These equations are implemented in Simulink
r in the manner discussed in

the previous section for the buck converter. The corresponding block diagram can

be found as Figure A.2 in Appendix A.
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The buck-boost converter

The basic buck-boost converter equations were derived as (2.109) and (2.110)

in section 2.3.3. Their averaged system can be given as

C1
dv

dt
= d (i� il) + d0i = i� dil;

C2
dvb
dt

= d (�ib) + d0 (�il � ib) = �ib � (1� d) il; (4.9)

L
dil
dt

= dv + d0vb = dv + (1 � d) vb:

These are then transformed into a form which allows the converter to be intercon-

nected with the other system components:

il =
1

d

�
i� C1

dv

dt

�
; (4.10)

ib = � (1 � d) il � C2
dvb
dt

; (4.11)

v =
1

d

�
dil
dt

� (1� d) vb

�
: (4.12)

The equivalent block diagram for the Simulink r simulation is shown as Fig-

ure A.3 in Appendix A.

4.1.4 The MPPT Controller

The various MPPT-control algorithms are implemented in a similar fashion as

the other system components discussed in the previous sections. In addition to the

function and operator blocks used in the other systems, a truth table block and

several logical operators are employed to allow for conditional system states. The

corresponding �gures can be found in Appendix A.

All simulated MPPT systems directly control the PWM input of the dc-to-dc

converter by adjusting its duty ratio d in increments of �d = 0:001. This number
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has been experimentally found using Simulink r to be suitable for quick, accurate,

and reliable tracking of the MPP. Figure 4.7 shows the controller block with panel

voltage v and current i as its input values and d as the output.

1

controller

2

1

i

i

d

d

v

v

Figure 4.7: The MPPT controller generates the PWM control variable d directly.

4.2 The MPPT simulations

The only way to evaluate the performance of a digital feedback controller in

an analog system before building an actual prototype is by simulation. As already

mentioned earlier, conventional methods of closed-form transfer-function analysis

fail because it is not possible to include the discrete states of an algorithm into a

continuous-time transfer-function.

Simulink
r provides methods not just to tackle the complexity resulting from

the mixed discrete-continuous system, but also to simulate the changing operating

conditions in the environment of a moving vehicle. As the vehicle moves along

a certain route, the angle of incidence (AOI) of the solar irradiance on the pho-

tovoltaic panels changes constantly depending on the vehicle's position and its

orientation towards the sun. Furthermore, shadows of structures, vegetation, and

clouds will result in sudden changes in insolation, which in turn lead to a corre-
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sponding change in cell temperature. All these factors inuence the characteristics

of the photovoltaic cells as discussed earlier in Chapter 2.

The simulations provide the valuable opportunity to evaluate the various MPPT

techniques presented earlier and analyze their behavior under the exact same op-

erating conditions. This comparative study will yield which MPPT method is best

suited for use in a moving car.

4.2.1 Operation under stable environmental conditions

For this series of simulations the parameters temperature T and insolation S

are kept constantly equal to standard test conditions (STC). The main focus will

be on the power ripple caused by oscillations around the MPP and its dependency

on both the sampling frequency of the various MPPT techniques and the employed

dc-to-dc converter.

The P&O method

The P&O MPPT method, as introduced in section 3.4.1, is a very commonly

used technique for operating a photovoltaic cell array at or close to its point of

maximum eÆciency (MPP).

Figure 4.8 shows the signals of the solar panel output power and operating

voltage, the battery voltage, and the duty ratio d of a P&O-controlled power

supply employing a buck converter.

The battery was given an initial output voltage vb of 95V to simulate the

discharged 108V battery block used in the solar car SolTrain. The initial output

of the MPPT was set to d = :65.

During the �rst approximately 25 seconds the battery voltage rises quickly to
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Figure 4.8: Simulation of the P&O MPPT method in combination with a buck
converter under stable environmental conditions. Five standard solar panels with
7� 8 photovoltaic cells each were connected in series.
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a level of about 108V, where it stabilizes. This rise is caused by the overvoltage or

polarization e�ect mentioned in section 2.2. But even though the battery voltage

is still on the rise, the MPPT manages to adjust the duty ratio d very quickly such

that a stable power output is reached. After this point the output power does not

change any further since the solar panel operates under constant conditions.

Close inspection of the presented curves in Figure 4.8 reveals that the battery

voltage slowly rises throughout the whole simulation. This is caused by the charg-

ing process of the batteries, which causes the battery voltage to rise by about 30%

between the uncharged and the charged battery state [SCL92]. This slow voltage

increase on the battery side of the system causes a corresponding change in the

operating voltage at the solar panel. The MPPT, however, continues to readjust

the duty ratio d and therefore prevents a deviation from the optimum operating

point.

Figure 4.9 presents a more detailed look at the signals of the simulated system,

revealing the continuous oscillation of the operating point around the point of

maximum power (MPP). This is a result of the continuous perturbation of the

operating voltage in order to �nd the MPP| a problem previously discussed in the

introduction of the P&O MPPT method in section 3.4.1. A stepwise comparison

of the control signal d in the bottom curve with the discrete power signal in the

middle curve shows how the control signal changes its stepping direction every

time a decrease in power is detected. This continuous oscillation is fundamental

to the P&O method.

The top curve in Figure 4.9 shows the actual output power signal at the solar

panel. It can be seen that the signal alternates between two minima, one of which

is lower than the other. This is the result of the two di�erent slopes in the P -V
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Figure 4.9: Detailed plot of the waveforms of the P&O MPPT simulation with a
buck converter. The top curve represents the power signal at the panel, whereas
the center curve shows the discrete (\sampled") power signal. The bottom curve
is a plot of the MPPT output: the duty ratio d.
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characteristics of the photovoltaic cells (Figure 2.10) and the alternating overshoot

of the operating point into these two directions.

Furthermore, the power signal shows a slight ringing at every single pertur-

bation step. This represents the system's step response. The ringing diminishes

very quickly which is an indication of good damping characteristics and stability.

Since the simulations rely on idealized equations | neglecting all the damping

parasitic resistances in the dc-to-dc converter | the real system will have even

better damping and a smaller overshoot.

The simulations discussed so far used a MPPT sampling frequency of 10Hz. To

allow the MPPT to react quickly to changes in operating conditions, this sampling

rate can be increased. However, Figure 4.10 illustrates the reaction of the system

if the sampling time of the discrete controller is higher than the response time of

the controlled con�guration of solar panel, battery, and dc-to-dc converter.

Comparison of the control and the power signal in Figure 4.10 shows the

MPPT's reaction to a decrease in output power: as desired, the direction in which

it perturbs the system's operating voltage is changed. But if it does this at a very

high frequency, the power supply system does not have enough time to react to this

change, so the power is still decreasing at the next sampling step. This triggers

another change in the direction of the control variable. A permanent oscillation of

d results until the power decrease slows down. After the MPPT manages to move

the operating point towards the MPP again, the overshoot towards the other side

of the power maximum causes the same problem. A high amplitude oscillation

of the operating point around the MPP, associated with power losses, is the con-

sequence. The limiting sampling frequency at which this phenomenon starts to

occur with the buck converter has been found to be approximately 125Hz.
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Figure 4.10: Oscillations of P&O MPPT with a buck converter at a high frequency
sampling rate (1000Hz).
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Further simulations have been done for a solar power supply system with P&O

MPPT employing a boost converter. At a sampling rate of 100Hz it shows the

P&O-characteristic low amplitude oscillations around the MPP under stable en-

vironmental conditions (Figure 4.11). The top curve shows that the dynamic re-

sponse of the system to a step of the control input is not as well behaved as it was

for the system employing the buck converter. However, the digital feedback control

has a stabilizing e�ect on the system which prevents instability. Nevertheless the

overshoots shown in Figure 4.11 result in an increase in system losses.
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Figure 4.11: Detailed plot of the panel output power signal, its discrete equivalent,
and the control variable d of a system with P&O MPPT and a boost converter.
The sampling frequency is equal to 100Hz.

An increase of the MPPT's sampling frequency to 1 kHz has same e�ect as in
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the con�guration with the buck converter: the system is too slow to react to the

short term corrections induced by the controller. Figure 4.12 shows how this causes

signi�cant oscillations around the MPP. The limiting frequency for this e�ect in a

boost converter con�guration has been determined to be approximately 160Hz.
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Figure 4.12: Signals for power P , voltage V and current I at a solar panel in a
system with P&O MPPT on a boost converter at 1000Hz.

Additionally, Figure 4.12 reveals a certain pattern in the described oscillations

completely di�erent from the oscillations seen in the earlier simulations with the

buck converter. This is an indicator for a diminished robustness of the boost

converter system. It is the battery voltage | slowly increasing throughout the

charging process | that causes a continuous distortion of the system which needs
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to be compensated by the MPPT. Since the controller starts oscillating around

the current operating point as long as a rapid decrease in output power occurs

(see Figure 4.13), this distortion can not be completely neutralized at these high

sampling frequencies.
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Figure 4.13: Details of the discrete power signal and the control variable d of the
system with P&O MPPT on a boost converter at 1000Hz.

Finally, the buck-boost converter has the great advantage of having a contin-

uous operating range between step-down and step-up operation. It is therefore

possible to choose its output voltage to be lower, equal, or even higher that its

input voltage. The output voltage is negative, which means the battery and any

other load on its bus must be connected accordingly. Figure 4.14 shows the signals
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of such a con�guration connected to four solar panels of 7� 8 photovoltaic cells in

series.
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Figure 4.14: Detailed plot of the power signal, its discrete equivalent, and the
control variable d of a system with P&O MPPT and a buck-boost converter under
constant environmental conditions. The sampling frequency is equal to 50Hz.

The output power signal (top curve of Figure 4.14) shows almost the same

step response and ripple amplitude as the buck converter system: it is not very

well behaved but stabilized by the digital feedback control. The typical P&O

oscillations around the MPP occur here as well and do not di�er from the ones

observed with the other converters.

The plot in Figure 4.15 shows the power and control signals at an increased

sampling frequency of 200Hz. It reveals the same e�ect as has been observed for
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Figure 4.15: Discrete power signal and control variable d of the P&O algorithm at
a sampling frequency of 200Hz in combination with a buck-boost converter.
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the systems employing the buck converter or the boost converter at high sampling

frequencies: the amplitude of the oscillations in the output power is increased

due to a permanent oscillation of the MPPT output during a falling power signal.

It should be noted that the threshold frequency for this e�ect for a buck-boost

converter system lies around 100Hz.

The improved P&O algorithm

In section 3.4.1 an improved version of the regular P&O MPPT method was

presented. Its aim is to prevent a deviation from the MPP during rapidly increasing

insolation levels. Figure 4.16 shows a closeup of the discrete power signal and

the control signal d of this improved algorithm with a buck converter and STC

environmental conditions.

The signal graph in Figure 4.16 reveals how this improved algorithm distin-

guishes itself from the conventional P&O method: after two consecutive increases

in output power the controller reverses the direction of the perturbation to make

sure the power increase is actually caused by its own action and not by some other

factor like an increase in insolation. This control condition occurs every six cycles

at an operation at 100Hz under constant environmental conditions.

Figure 4.17 shows how the improved algorithm performs at a sampling fre-

quency of 1 kHz.

At this higher sampling frequency, the regular P&O method oscillates signif-

icantly with an amplitude of about 10W (Figure 4.10). This is equivalent to an

approximate 2% loss of the maximum possible output power. As Figure 4.17

reveals, this oscillation and the related losses are signi�cantly reduced by this im-

proved P&O algorithm. Both algorithms react to the falling power signal with
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Figure 4.16: Plot of the steady-state oscillations of the improved P&O MPPT
mechanism with a buck converter at a sampling frequency of 100Hz.
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Figure 4.17: Output power ripple with an improved P&O algorithm at a buck
converter operating at 1000Hz.
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oscillations of the control variable around the current operating point. The ad-

vantage of the improved method is that the control variable also oscillates around

its current operating point when the power signal is rising. As a result, the con-

troller does not drift o� in one direction as it did with the conventional method

(Figure 4.10). This results in a much better damping characteristic of the system

and yields a reduction of the steady-state power losses to approximately 0.02%.

However, operation at this high sampling frequency should be omitted since the

ripple losses are still ten times higher than for operation at 100Hz.

Independently of the employed converter type, the improved P&O MPPT

method decreases the steady-state output power ripple slightly for sampling fre-

quencies below the previously determined thresholds. For a higher sampling ratio

the ripple and the associated losses are signi�cantly reduced. But since ripple

losses increase exponentially after crossing this threshold frequency, it is still not

desirable to operate the MPPT at such high frequencies.

The corresponding signal curves showing the power and control signal for the

boost and the buck-boost converter controlled by the improved P&O method can

be found in Appendix B.

Simulation of the IncCond method

In section 3.4.2 the incremental conductance (IncCond) MPPT method was in-

troduced. With the IncCond algorithm (Figure 3.5) the control variable is changed

dependent on the sign of the derivative dP
dV . Further evaluated factors are the in-

cremental changes dI and dV .

Figure 4.18 shows the discrete output power signal and the control variable d of

an IncCond controlled MPPT system at a sampling frequency of 100Hz employing
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Figure 4.18: Power and control signal of a simulation of a IncCond MPPT algo-
rithm in combination with a buck converter at a sampling frequency of 100Hz.

a buck converter. The obvious oscillation of the power signal shows the fact that

the MPP condition dI
dV

= � I
V
(equation (3.5)) never occurs. A satisfaction of this

condition would cause the algorithm to bypass the step of perturbing the control

variable as soon as the maximum power point was reached. The approximation

of the values dI and dV and the high resolution of the sampling input to the

MPPT prevents satisfaction of (3.5) and of the conditions dV = 0 and dI = 0.

Consideration of the IncCond ow chart diagram on page 74 shows that under

these circumstances the IncCond method does not distinguish itself signi�cantly

from the simple P&O technique: the control variable is perturbed for every cycle of

the tracking algorithm until the MPP is passed. Then the perturbation is reversed

to start the same process in the opposite direction. This leads eventually to a

continuous oscillation around the MPP.

Figure 4.19 shows the higher frequency response oscillations phenomenon with

the IncCond algorithm. This is an expected behavior, since this depends on the
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response time of the system which varies with the employed dc-to-dc converter and

not with the employed MPPT.
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Figure 4.19: Power and control signal of a simulation of the IncCond MPPT
algorithm in combination with a buck converter at an increased sampling frequency
of 1 kHz.

Simulations of the IncCond MPPT in combination with a boost and a buck-

boost converter closely resemble the ones performed with the previous con�gura-

tions with these two converter types and can be found in Appendix B.

The information obtained with the simulations discussed so far is summarized

in Table 4.1. It is shown that the increased ripple at higher sampling frequencies

of the MPPT causes a signi�cantly higher power loss. Additionally it can be seen

that the modi�ed P&O algorithm results in a considerable improvement over the

conventional P&O technique. The IncCond algorithm is limited in its performance

by the fact that its maximum power condition
�
equation (3.5)

�
is never ful�lled.

At this point, one would conclude to favor the buck converter con�guration

with its well behaved system response and associated low power losses (as long as

the sampling frequency stays below the threshold of 125Hz). However, since each
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Power ripple losses in %

MPPT sampling frequency

MPPT converter 100Hz/50Hza 1 kHz/200Hza

buck 0.0031 2.12
P&O boost 0.0078 1.47

buck-boosta 0.05 0.653

buck 0.0021 0.031
P&O improved boost 0.0046 0.041

buck-boosta 0.023 0.052

buck 0.0052 5.934
IncCond boost 0.002 1.634

buck-boosta 0.044 0.6

aSince the threshold sampling frequency for the MPPT which causes
increased power oscillations lies lower for a system with a buck-boost
converter, the buck-boost version has been simulated at lower sampling
rates.

Table 4.1: Comparison of the ripple losses for the di�erent MPPT techniques under
steady-state conditions (STC).
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converter covers a di�erent conversion range2, all three converter types must still

be studied in all further considerations.

The improved IncCond method

The simulations of the IncCond method revealed that the maximum power

condition (3.5) never occurs. An oscillation around the MPP | similar to the

one observed with the simple P&O technique | is the result. This causes the

accompanying power losses to be in the same range as they are with the P&O

algorithm (see Table 4.1).

To overcome this obstacle which prevents the IncCond algorithm from using its

intended features, the maximum power condition can be modi�ed. As previously

discussed in section 3.4.2
�
equation (3.10)

�
, a small marginal error � is added such

that ���� dIdV +
I

V

���� � �:

Further simulations had the best results in ripple reduction with an � = 0:0002

and the change of the condition dI = 0 to j dIj � 0:02. With this improved

IncCond algorithm the ripple and the associated power losses were reduced by

approximately 70%. This makes the power ripple performance of the IncCond

algorithm superior to the simple P&O technique, as intended [HMHO95]. A com-

parison of this improved IncCond method with the improved P&O algorithm only

revealed minor di�erences in their ripple behavior and the associated power losses,

2The conversion range is determined by the converter's conversion ratio, which is de�ned as
the fraction Vb

V
. The nominal battery voltage Vb is equal to 108V, while the solar array voltage

V is proportional to the number of solar panels connected in series. The buck converter was
simulated as operating at �ve panels each having 7 � 8 photovoltaic cells in series (Vmp � Vb);
the boost converter on two equal panels (Vmp � Vb), and the buck-boost converter on four panels
(Vmp � Vb).
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with the IncCond being slightly superior.

4.2.2 Performance under changing insolation levels

The four digitally controlled MPPT techniques (P&O, improved P&O, Inc-

Cond, and improved IncCond) were �rst simulated employing a buck converter in

an environment of changing insolation levels. Five standard solar panels of 7 � 8

solar cells were connected in series and through the dc-to-dc converter connected

to the simulated 108V SolTrain battery pack.

Slow increase in insolation

A slow increase in insolation from 500W=m2 to 600W=m2 over a time period of

10 seconds was simulated, whereas the temperature was kept constant at 25 ÆC.

Observation of the output power curves of the various con�gurations led to the

graph shown in Figure 4.20.

It can be seen that the continuous perturbation of the control variable d due to

changing operating conditions (e. g., changing insolation) leads to an oscillation in

the output power signal. All four MPPT techniques show this behavior. Further-

more, it can be noticed that the output power of the improved P&O technique rises

slower and with a smaller oscillation than the power of the other MPPT methods.

This is caused by the intended reaction of the improved P&O to an increase in

insolation: the control variable is kept oscillating around a constant value until

the power increase ends. This prevents a deviation of the operating point from

the MPP as discussed in Figure 3.4. In fact, the high amplitude oscillations of the

other MPPT techniques during the period of increasing insolation are nothing but

a repeated deviation of the operating point in both directions of the MPP. Fortu-
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Figure 4.20: Power output signals of the various MPPT con�gurations under an
increase in insolation from 500W=m2 to 600W=m2. The improved P&O method
shows the smallest oscillations during the rise but as well causes a reduced power
output.
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nately, the insolation increase is slow and the MPPTs are fast enough to always

�nd their way back to the MPP. In this case, the idling state of the improved P&O

method results in a slightly reduced power output.

Rapid increase in insolation

Next, a rapid increase in solar irradiance from 500W=m2 to 1000W=m2 within

a time period of 5 seconds was simulated. The cell temperature was kept at a

constant value of 25 ÆC. Under these operating conditions the advanced algorithm

of the improved P&O MPPT method becomes more signi�cant. Figure 4.21 shows

how the power output of the improved P&O MPPT increases linearly, whereas the

other MPPT techniques experience a vast deviation from the MPP.

Inspection and comparison of the the panel voltage and the control variable d

shown in the same �gure reveal the problem discussed in Figure 3.4: the rapidly

increasing power generated by the steep increase in insolation causes the MPPT

to continuously perturb the control variable in one constant direction. All MPPTs

except the improved P&O are unable to detect this problem and as a result increase

their duty ratio up to their physical limit of d = 1. Only after the insolation

increase ends do these methods recover from their error.

Figure 4.21 further shows how the improved P&O algorithm keeps the control

variable constant for the time of the increase, waiting for the power signal to

stabilize again. At the end of the increase only a minor correction is required to

move the operating point to the new MPP. A look at Figure 2.8, which shows the

P -V-characteristics of a solar panel for various insolation levels, reveals how the

values of Vmp vary only slightly over the whole presented range of insolation. This

allows the improved P&O algorithm to delay the adjustment of its control variable
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Figure 4.21: Comparison of the various MPPT's signals for output power, panel
voltage, and the control variable d under rapidly increasing insolation levels.
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without su�ering signi�cant power losses.

This ability to detect a rapid increase in insolation and avoid an associated

deviation from the MPP presents a signi�cant advantage of the improved P&O

algorithm over all the other MPPT techniques. The average power output of the

system controlled by this advanced algorithm was found to be approximately 5%

higher than the output from the systems controlled by the other MPPTs under

these conditions.

Rapid decrease in insolation

A large drop in insolation from 1000W=m2 to 500W=m2 within a time period of

5 seconds was simulated employing the four digitally controlled MPPT systems.

The temperature was kept constant at 25 ÆC. This simulation led to the power

curves and duty ratio signals presented in Figure 4.22.

The plots show how all the MPPTs kept their control variable oscillating at a

constant point until the drop in insolation ended. This happens because in either

perturbing direction of the control variable the output power is decreasing (as a

result of the falling insolation levels). Since all the tested MPPT techniques react

in the same way to this kind of situation, their resulting power output is almost

identical.

At the point where the decrease in insolation ends, all four MPPT controllers

detect the slight deviation from the MPP and readjust their control variable ac-

cordingly. This adjustment period is where the various MPPTs react and behave

di�erently: the IncCond algorithm is slightly quicker than the improved IncCond

or the P&O algorithm and signi�cantly faster than the improved P&O method.

The reason for this is that the IncCond method evaluates the slope dP
dV of the
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P -V-characteristic to decide on the direction of perturbation for the control vari-

able. This leads to the advantage that the IncCond control moves the operating

point in the correct direction with its �rst adjustment step, whereas the P&O

method has to �nd the right direction by `perturbing and observing' and in this

case initially attempts the wrong direction.

The di�erence in the performance of the conventional IncCond and the im-

proved IncCond technique can be explained by the addition of the small marginal

error � to reduce the output power ripple. This modi�cation makes the improved

IncCond algorithm less sensitive to changes in the operating conditions.

The reason for the relatively slow adjustment of the operating point by the

improved P&O controller is found in its extra added control condition (see sec-

tion 3.4.1): if the power increases twice within two consecutive steps, the MPPT

will change the perturbation direction of the control variable to prevent deviation

from the MPP as illustrated in Figure 3.4. While this leads to the previously

discussed advantages of this improved algorithm over all other MPPT techniques

under quickly increasing insolation levels, it also causes a somewhat slower re-

sponse as these levels are rapidly decreasing.

Slow decrease in insolation

A slowly decreasing insolation environment was also simulated. The monitored

behavior was equivalent to that observed under rapidly decreasing irradiance levels.

The resulting signals did not show any signi�cant variation compared to the plots

obtained in the previous section. The only di�erence was a reduction in amplitude

due to the lowered insolation levels. The corresponding plots can be found as

Figure B.9 in Appendix B.
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Performance in combination with a boost or a buck-boost converter

All the previous simulations of varying insolation levels were performed em-

ploying a buck dc-to-dc converter. Since the buck is a step-down converter, its

operation requires a higher number of serially connected solar panels and hence

has a correspondingly higher power input than the other converters.3

The lower power output in combination with a boost or a buck-boost converter

causes the tested MPPT techniques to react di�erently to changes in the operating

conditions. The resulting signal curves for an increase in insolation from 500W=m2

to 1000W=m2 within 5 seconds are presented in Figure 4.23.

It can be seen how the improved P&O algorithm | like the simulations with

the buck converter | keeps its control variable d oscillating around a certain

point for the time of the insolation increase. This prevents the deviation from the

MPP which is experienced with the other MPPTs. Unlike in the buck converter

con�guration, the other MPPT techniques manage to return the operating point

to the MPP only to experience a deviation in the opposite direction caused by the

increased e�ectiveness of the perturbation step size (�d = 0:001) in relation to the

diminished actual power output. This relatively increased �d allows the MPPT to

react faster to changes in environmental conditions and results in a detection of the

deviation before the increase in insolation ends. The drawback of the larger step

size is that it also leads to higher ripple losses under stable operating conditions.

Thus a suitable value for �d must be experimentally determined for every desired

con�guration.

The performance of the con�gurations employing the boost or the buck-boost

converter was found to be equivalent to that of the various MPPT techniques

3see footnote 2 on page 113 for con�guration details.
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already discussed in this section. All of the plotted signals resemble those obtained

with the buck converter system and only di�er in their actual scale.

4.2.3 Performance under changing temperature levels

Besides insolation, a second important factor inuencing the characteristics

of a photovoltaic cell array is the cell temperature T (see Figures 2.7 and 2.9).

The thermal mass of the solar panels causes the gradient of this variable to be

much smaller than that of the insolation. The temperature primarily depends

on the availability of solar radiant energy. In periods of high-level insolation the

cell temperature will increase slowly until a thermal balance is reached. During

shady or overcast periods the cells will gradually cool o�. A sudden increase in

temperature will usually never occur, whereas a rapid decrease in temperature may

happen as a result of a sudden rainstorm or similar inuences.

As can be seen from the solar panel's P -V-characteristics in Figure 2.9 the

changes in temperature do not inuence the output power as drastically as the

changes in insolation, but the location of the MPP and the corresponding value of

the panel voltage Vmp varies considerably with T .

Comparison of Figures 2.8 and 2.9 reveals that the variations of Vmp caused

by changes in temperature are much greater than those caused by changes in

insolation. Fortunately changes in temperature occur only gradually in most cases

and therefore do not present a challenge to the controller which adjusts the panel's

output voltage by changing the dc-to-dc converter's duty-ratio d.

The performance of the various MPPT mechanisms under variations in cell

temperature will be evaluated in the present section.
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Slowly increasing temperature

Consistent solar radiation on the solar panel's surface will result in an increase

in cell temperature T and therefore result in a gradual reduction in output power

accompanied by a reduced value for the optimum operating voltage Vmp. These

changes in operating conditions must be detected by the MPPT and the appropri-

ate adjustments made.

Figure 4.24 shows the plots of the output and control signals of the various

MPPT techniques during a period of slowly increasing cell temperature. The tem-

perature rises within 15 seconds from 40 ÆC to 45 ÆC at an insolation of 1000W=m2.

As can be seen in the presented graph (Figure 4.24), the rising temperature

causes a decrease in output power which triggers the necessary changes in d by the

MPPT to adjust the system in the direction of Vmp. All tested MPPT techniques

perform equally well except the improved IncCond algorithm. The addition of

the small marginal error � to the conventional IncCond method improves this

technique's steady-state ripple behavior, but makes it less sensitive to changes in

environmental conditions. This drawback was already detected in the simulations

evaluating the performance under changing insolation levels. It now leads to a

clearly visible deviation from the optimum operating point and a reduction in the

average power output under changing temperature levels. Consideration of the

plot of the duty-ratio d in Figure 4.24 shows how the improved IncCond algorithm

still keeps skipping perturbation steps even as the power signal signi�cantly drops

below the level marked by the other output power curves.
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Figure 4.24: Output power, panel voltage, and the duty-ratio d for the various
MPPT algorithms under slowly increasing cell temperature.

125



Slowly decreasing temperature

A decrease in cell temperature will occur as the insolation level drops or when

the air surrounding the solar panels cools down. If the insolation is kept constant

during the simulation, a lower cell temperature will increase the eÆciency and

therefore the power output of the photovoltaic cells as can be seen in Figure 2.9.

Figure 4.25 shows how under the circumstances of slowly decreasing cell tem-

perature the panel output power slowly increases. For this simulation the cell

temperature was set to a linear decrease from a level of 45 ÆC to 40 ÆC within a

period of 15 seconds under an insolation of 500W=m2.
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Figure 4.25: Signals for output power and panel voltage of the various digital
MPPT methods under slowly decreasing cell temperature.
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It can be seen that all MPPT methods track the linear increase in power quite

accurately even though the various panel voltages V show signi�cant di�erences in

their ripple behavior. The improved P&O algorithm shows its typical reaction to

the increasing power level: as discussed earlier, the panel voltage is kept oscillating

around a constant point to cut o� deviations from the optimum operating point.

This results in a reduced output ripple during the power increase but also, as a

result of the slowly increasing power levels, in a slightly lower average power output

than detected with the other MPPT methods.

Quickly decreasing temperature

A sudden rainstorm or similar occurrences will result in a faster reduction in

cell temperature than usually expected. Even though the power output of the solar

array will be most likely minimized due to low insolation levels, the reaction of the

MPPT to such an occurrence must still be tested and evaluated.

Figure 4.26 shows the signal behavior of the various MPPT mechanisms during

a decrease in cell temperature from 50 ÆC to 40 ÆC within 10 seconds. The plot

does not reveal any new properties in comparison with the plot obtained under

slowly decreasing cell temperature (Figure 4.25). The previously discussed di�er-

ences between the various MPPT techniques are ampli�ed such that the damping

behavior of the improved P&O algorithm becomes clearly visible. The high ripple

in the voltage signal of the improved IncCond algorithm is a result of the added

error margin � which causes a delayed detection of changes in the environmen-

tal conditions. Close inspection of the control signal d for the improved IncCond

method reveals that the controller still keeps skipping several perturbation steps,

even though the power deviates from the MPP.
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Figure 4.26: Signals of output power, panel voltage, and the duty ratio d of the
various MPPT algorithms under quickly decreasing cell temperature.
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A comparison of the average power output of the di�erent MPPT techniques

under these conditions shows the lowest values for the system controlled by the

improved P&O algorithm. Even the high ripple amplitude associated with the

improved IncCond algorithm yields better results than the improved P&O method

in this case.

The simulations discussed in this section were all performed employing a buck

dc-to-dc converter on a �ve panel solar array. A comparison of the MPPT per-

formance employing other converters such as the boost or the buck-boost did not

reveal any new properties in the power supply system's behavior.

4.2.4 Performance under simulated random variations of

temperature and insolation

The preceding sections covered the simulation, analysis, and discussion of the

performance of the various MPPT techniques under certain isolated environmental

conditions. This led to a detailed understanding of the system's response to the

individual tracking mechanism and its reaction to such events as quickly increasing

insolation or a rise in the cell temperature.

In the real world operation of a solar power supply system, these conditions

never occur in isolation. As already mentioned in the previous section, the cell

temperature strongly depends on the insolation level, even though the changes in

temperature are much smoother and slower than the changes in insolation.

To simulate such a `real world' operating condition, various �lter types were

applied to randomly generated Gaussian white noise to produce an insolation and

temperature pro�le as shown in the two bottom curves of Figure 4.27. Both pro-
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�les cover a time span of 300 seconds which is equal to a simulation of a 5 minute

operating period. The insolation pro�le covers irradiance levels between 300W=m2

and 1000W=m2 while the temperature varies between 35 ÆC and 48 ÆC. This gener-

ated set of values was then used as variable parameters S and T in equations (2.4),

(2.5), (2.6), and (2.9).

The conventional P&O MPPT

Figure 4.27 shows the various parameters such as output power, panel voltage,

duty-ratio, and the battery voltage of a P&O controlled solar power supply system

under randomly varying temperature and insolation levels.

A typical behavior of the conventional P&O method can be noted in the plots

of the duty-ratio and the panel voltage: at every instance of increasing power

levels the curves reveal large spikes which are an indication of the earlier discussed

deviation from the MPP at increasing insolation levels.

The graphs in Figure 4.27 further show that the battery voltage is not at a con-

stant voltage level throughout the whole time of operation as assumed by Sullivan

and Powers [SP93]. In fact, it varies closely with the changes in temperature. This

can be explained with the help of Figures 2.8 and 2.9: changes in cell temperature

cause wide variations of the optimum operating voltage Vmp, whereas changes in in-

solation strongly inuence the value of the maximumpower output which is closely

associated with the optimum operating current Imp. At the same time the battery

represents a system with a relatively high time constant � (see section 4.1.2 and

Appendix A). This is the reason why the short time changes (spikes) in the panel

voltage are neglected whereas the changes caused by the temperature variations

appear.
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Figure 4.27: Signal curves of a solar power supply system controlled by a conven-
tional P&O MPPT under randomly varying environmental conditions.
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The improved P&O MPPT

The mentioned deviation from the MPP under increasing insolation levels in

combination with the conventional P&O MPPT algorithm can be overcome by the

addition of a \control condition" as discussed in section 3.4.1. This condition is

ful�lled if the output power increases with two consecutive perturbation steps of

the control variable in the same direction. This triggers the MPPT controller to

oscillate its output at the current operating point until the rapid power increase

subsides.

Figure 4.28 shows the plots of various signals of the solar power system con-

trolled by this improved P&O MPPT. The signi�cantly reduced spikes in the panel

voltage and the duty-ratio signals are an indication that the added control condi-

tion prevents the problematic deviation under increasing insolation levels.

The small spikes still visible in the panel voltage signal are a result of the idling

status of the improved P&O MPPT during an increase in insolation: the rising

output power causes a slow increase in battery voltage which moves the panel

voltage to a higher level. Additionally, the higher insolation causes an increase in

cell temperature which results in a reduction of the optimum operating voltage Vmp

as discussed in the previous section. The MPPT can not react to these variations

until the increase in insolation is over, resulting in an associated power loss.

The �nal evaluation of the various MPPT techniques at the end of this chapter

will reveal the weight of the advantages and disadvantages of the improved P&O

in comparison with the other digital MPPT approaches in general and with the

conventional P&O algorithm in particular.
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Figure 4.28: Signal curves of a solar power supply system controlled by the im-
proved P&O MPPT under randomly varying environmental conditions.
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The IncCond MPPT

Another approach to MPPT was introduced in section 3.4.2 as the IncCond

MPPT method. It is based on the evaluation of the value of the derivative dP
dV

and therefore is able to determine the relative location of the MPP. This helps

to avoid an eventual perturbation step in the opposite direction of the MPP and

therefore purports to be a faster and more accurate tracking mechanism than the

P&O method.

Figure 4.29 represents the signals of the IncCond MPPT-controlled solar power

supply system under randomly varying environmental operating conditions.

A comparison of the graphs with those obtained with the simulation of the

simple P&O method does not reveal any di�erences. The reason for this similarity

was already discovered in section 4.2.1: the approximation of the derivative dP
dV =

V
I
+ dV

dI by the incremental changes dI � I(k)�I(k�1) and dV � V (k)�V (k�1)

and the high resolution of their measurement causes the maximumpower condition

dP
dV = 0 to rarely occur. Furthermore an eventual single perturbation step of the

simple P&O mechanism in the wrong direction is not so momentous that it would

result in a totally di�erent output power curve. As a result the IncCond method is

basically limited to its simple tracking mechanism which is not very di�erent from

the simple P&O method | thus the similarity in their plots.

The improved IncCond MPPT

As already mentioned earlier, the IncCond method can be improved by adding

a small marginal error � to its maximum power condition dP
dV = 0. This resulted

under stable operating conditions in a signi�cant reduction of the output power

ripple and the associated power losses.
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Figure 4.29: Signal curves of a solar power supply system controlled by the IncCond
MPPT under randomly varying environmental conditions.
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Figure 4.30 shows the plots of the signals of a solar power supply system con-

trolled by this improved IncCond algorithm under randomly varying environmental

conditions.

A comparison of the graphs in Figure 4.30 with the plots of the conventional

IncCond method in Figure 4.29 reveals increased spikes in the panel voltage and

in the duty-ratio d. This is an indicator of a stronger deviation from the MPP

under increasing insolation than that detected for the simple IncCond technique.

This poor behavior is caused by the addition of the small marginal error to the

maximum power condition dP
dV = 0 which makes it less sensitive to changes in the

environmental operating conditions.

A detailed comparison of the improved IncCond method with the other tested

MPPT techniques can be found in the next section where its overall performance

will be evaluated.

Comparison of the various MPPT techniques under varying environ-

mental conditions

Figure 4.31 shows a section of the superimposed plots of the power signals of the

tested tracking techniques under these simulated `real world' operating conditions.

The plots reveal what would have been expected from the results of the ex-

periments under quickly changing insolation levels: the improved P&O algorithm

shows a superior performance in tracking capability as rapid changes occur. Fur-

thermore it can be noted that the conventional P&O and IncCond techniques

produce almost identical output power curves, even though they use two di�erent

tracking approaches. The idea of using the derivative dP
dV to obtain information

about the relative location of the MPP fails due to the use of the small incremental
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Figure 4.30: Signal curves of a solar power supply system controlled by the
improved IncCond MPPT algorithm under randomly varying environmental
conditions.
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Figure 4.31: Comparison of the power signals of the various MPPT methods under
randomly varying temperature and insolation levels.

changes I(k)� I(k� 1) and V (k)�V (k� 1) as an approximation of the necessary

values dI and dV . This causes the IncCond algorithm to encounter the same

problem as the conventional P&O technique: it always interprets an increase in

panel power as a result of its own action and therefore leads to a deviation from the

MPP during a power increase caused by changes in the operating environment (see

also section 3.4.1). The improved IncCond method shows an additional increase

in this e�ect. This higher deviation is clearly visible in Figure 4.31 and is caused

by the addition of the small error margin � which was added to allow better ripple

suppression under stable environmental operating conditions.

A comparison of the average output powers achieved with the various MPPT

techniques showed that the improved P&O method yields an approximately 0.36 %

higher power output than the other tested methods under these randomly changing

environmental conditions.

The discussed simulations in this section were all performed employing a buck

step-down dc-to-dc converter on a photovoltaic cell array with �ve standard panels

connected in series. Other con�gurations were also tested employing a boost and
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buck-boost converter but did not reveal any new properties of the various MPPT

approaches.

An example signal plot of a solar power system with randomly changing oper-

ating conditions employing a boost converter controlled by the P&O MPPT can

be found as Figure B.10 in Appendix B.
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Chapter 5

Conclusions

In the previous chapters various approaches to maximum power point tracking

were successfully simulated and evaluated using The MathWorks' simulation tool

Simulink
r. Valuable information on the performance of the individual MPPT

techniques was gathered to allow the speci�cation of a method which will sig-

ni�cantly increase the eÆciency of the solar racing car SolTrain. A detailed

analysis of the individual components of the photovoltaic power system was un-

dertaken to evaluate their performance in the complete system under operating

conditions characteristic for a moving vehicle.

The simulations were concentrated on the analysis and evaluation of micropro-

cessor controlled MPPT methods which provide superior controllability and have

the ability to handle very complex tracking conditions.

Analog MPPT systems, as introduced in section 3.4.3, were not further investi-

gated since they only permit the realization of very basic MPPT techniques. Any

improvement and addition of extra modes and operating conditions would be very

diÆcult to accomplish and even impossible without the support of logic devices.

Systems using power feedback and direct microprocessor control of the dc-to-dc

converter's PWM input d, were found to be best suited for a solar car environment.



They are independent of the load con�guration and thus will perform reliably in

combination with the SolTrain's PWM motor controller.

Very encouraging results were obtained with the improved P&O method pro-

posed by Burger [Bur97]. Operation under slowly increasing power levels, caused

by moderately rising insolation levels or by decreasing cell temperature, revealed

a slight lag behind the other simulated techniques and an associated power loss.

This was more than overcome by this technique's extraordinary performance under

rapidly increasing insolation levels. The deviation from the MPP, as observed with

other simulated MPPT methods, did not occur. This made the improved P&O

algorithm superior to all evaluated models and led to a signi�cantly higher average

power output under randomly and rapidly changing environmental conditions as

they occur in a moving vehicle.

A comparison of the improved P&O algorithm with the results of the improved

IncCond method revealed a slight disadvantage of Burger's technique under stable

operating conditions: the continuous oscillations around the MPP, typical to the

P&O method, led to a slightly reduced eÆciency. Thus Burger's P&O technique

might not be the best choice for a stationary solar power supply system, but it

yields the best results in the operating environment of a solar vehicle.

The problem of continuous oscillation under stable conditions could most likely

be reduced by adding another branch to the ow chart representing the P&O

algorithm in Figure 3.3. This branch would represent the condition wherein the

array output power P (k) has not changed since the last measurement (�P (k) = 0).

The process ow would then skip the perturbation of the operating voltage for this

cycle so Vref (k + 1) = Vref (k).

This would combine the advantages of the improved P&O algorithm under
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quickly changing conditions with the superior ripple performance of the IncCond

technique under stable conditions. As with the IncCond method it would most

likely be necessary to add a small marginal error � to the maximumpower condition

such that �P (k) � �. This would allow smoothing of the output power ripple even

though the very slow changes in battery voltage never actually allow for a totally

constant operating point.

The inuence of the addition of this maximumpower condition on the improved

P&Omethod's performance under quickly varying operating conditions would have

to be determined in a further course of study. It is expected to enhance this

technique's performance under stable conditions but might also slightly slow its

ability to react to rapid changes in environmental conditions as was experienced

with the improvement of the IncCond method.

Even though the buck converter con�guration showed the best behaved system

response of all three evaluated types (see Figure 4.9), simulations of the digitally

controlled MPPT system showed that all three converters perform adequately.

Since all existing panels of the solar car SolTrain di�er in their operating

point as well as in their mounted angle on the vehicle, they will all need their

separate MPPT system. A combination of panels with di�erent mounting angles

would yield a di�erence in the angle of sunlight incidence and therefore lead to

multiple local maxima in the panel's P -V curve [SP93]. A combination of several

panels into a larger panel array would therefore require serious consideration and

further investigation of the tradeo� between a higher number of MPPT systems

versus the possibility of power losses due to operation at a point of reduced eÆ-

ciency. Table 3.1 shows that the various voltages of the di�erent panels may be

well above or below the nominal 108V operating point of the battery pack, de-
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pending on the environmental conditions. This suggests for these particular panels

the employment of a buck-boost converter which permits such an operating range.

The implementation of the proposed improved P&O MPPT method in combi-

nation with a well designed buck-boost converter would increase the SolTrain's

eÆciency signi�cantly. As mentioned in section 3.1, the car is currently operat-

ing with the simple panel load matching method at an eÆciency of approximately

30% [HS98]. With the proposed MPPT method this eÆciency can be raised to

above 95% [SDL91, Raj90]. This more than threefold increase will substantially

improve the range and the dynamics of the vehicle.
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Appendix A

A.1 Component speci�cations for Simulink sim-

ulations

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%% LCR.m

%%%

%%% DEFINITION OF VALUES USED FOR ALL MPPT SYSTEM SIMULATIONS

%%%

%%% HK98/99

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%% VALUES FOR CONVERTER COMPONENTS %%%%%%%%%%%%%%%%%

L = 10*350e-6; % = 3.5mH (Burger uses 10mH)

C1 = 10*560e-6; % = 5.6mF (Burger uses 1mF)

C2 = C1;

% R = 0.05; % parasitic resistance of inductor

%%%%%%%%%%%% END CONVERTER COMPONENTS %%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%% SOLAR PANEL %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

G = 0.1; % conductance for linearized model

%%%%%%%%%%%% END SOLAR PANEL %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% BATTERY VALUES DEFINITION %%%%%%%%%%%%%%

%

% (according to graphs in Salameh, Casacca, Lynch)

%

% adjusted the values, so there is an overvoltage of 9*3Volts



% (9 blocks, a 3 Volts) with a charging current of 9.5A

% (max. current for car soltrain).

% (ca 3 Volts overvoltage at Salameh's 12Volt blocks).

% Got the values for Rbs from Lu,Liu,Wu.

%

% Now there is a total rise in Voltage for a 12 hour charging

% period (3.25A) of about 30 Volts (fits to an operating range

% between 95 and 125 Volts).

%

% Since the value for Cbp is fixed by battery capacity and the

% value of Rbp influences the voltage slope during charging

% condition only very little, I have to assume that charging time

% using 9.5A is about 14500 sec. (ca 4h).

%

Rbp = 10e3; % this is Lu's value

Cbp = 2/(125^2-90^2)*45*9*12*3600;

% = 4.6501 kF - calculated after Lu's formula

Rbs = .0013; % same as Lu's value

Rb1 = 2.84; % = 9*3V/9.5A

Cb1 = 2.5; % gives a time constant tau for the overvoltage of

% about 10 sec.

% (Salameh talks about minutes !!!, Lu has 0.001 sec.)

%

%

%%%%%%%%%%%%%%%%%%%% END BATTERY VALUES DEFINITION %%%%%%%%%%%

% peak-peak voltage of triangle at pulse-width modulator

VM = 3;%V

%%%%%%%%%%%%%%%%%%%%%%% END OF FILE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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The solar panel

I = Iph � Is1

h
e
q(V+IzRs)

zn1kT � 1
i
� Is2

h
e
q(V +IzRs)

zn2kT � 1
i
�

V + IzRs

zRp
:

The following values were used in the above equation and in expressions (2.4),

(2.5), and (2.6):

� IphjT=298K = 3:25A [Bur97]

� Rp = 30
 [Bur97]

� Rs = 15 � 10�3 
 [Bur97]

� Eg = 1:1 eV (for crystalline silicon) [St�o94]

� n1 = 1; n2 = 2 [GRIR97]

� k = 1:380 � 10�23 J=K (Boltzmann constant) [St�o94]

� q = 1:602 � 10�19 C (elementary charge constant) [St�o94]
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A.2 Block diagrams of the simulated models
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Figure A.1: Block diagram of the buck converter.
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Figure A.3: Block diagram of the buck-boost converter.
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Appendix B

B.1 Signal curves of various system con�gura-

tions under standard test conditions (STC)

Simulation of the improved P&O MPPT
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Figure B.1: Power and control signal for the improved P&O method operating
with a boost converter at a sampling frequency of 100Hz.
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Figure B.2: Power and control signal for the improved P&O method operating
with a boost converter at an increased sampling frequency of 1 kHz.
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Figure B.3: Power and control signal for the improved P&O method operating
with a buck-boost converter at a sampling frequency of 50Hz.
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Figure B.4: Power and control signal for the improved P&O method operating
with a buck-boost converter at an increased sampling frequency of 200 kHz.
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Simulation of the IncCond MPPT
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Figure B.5: Power and control signal for the IncCond MPPT operating with a
boost converter at a sampling frequency of 100Hz.
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Figure B.6: Power and control signal for the IncCond MPPT operating with a
boost converter at an increased sampling frequency of 1 kHz.
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Figure B.7: Power and control signal for the IncCond MPPT operating with a
buck-boost converter at a sampling frequency of 50Hz.
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Figure B.8: Power and control signal for the IncCond MPPT operating with a
buck-boost converter at an increased sampling frequency of 200Hz.

162



B.2 Signal curves under varying operating con-

ditions
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Figure B.9: Output power and control variable d of the various simulated MPPT
techniques under slowly falling insolation levels.
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Figure B.10: Signal curves of a solar power supply system employing a boost
converter controlled by the P&O MPPT algorithm under randomly varying envi-
ronmental conditions.
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