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Context-Based Adaptive Binary Arithmetic Coding
In the H.264/AVC Video Compression Standard

Detlev Marpe Member, IEEEHeiko Schwarz, and Thomas Wiegand

Abstract—Context-Based Adaptive Binary Arithmetic Coding  For coding the residual data in these video coding standards,
(CABAC) as a normative part of the new ITU-T/ISO/IEC stan- g plock of transform coefficient levels is first mapped onto a
dard H.264/AVC for video compression is presented. By combining one-dimensional list using a pre-defined scanning pattern. This

an adaptive binary arithmetic coding technique with context mod- list of t f fficient | Is is th ded usi
eling, a high degree of adaptation and redundancy reduction is ISLOTransIonn COSCIENt IEVEIS IS el Coted LISING a com-

achieved. The CABAC framework also includes a novel low-com- bination of run-length and variable length coding. Due to the
plexity method for binary arithmetic coding and probability esti-  usage of VLCs, coding events with a probability greater than
mation that is well suited for efficient hardware and software im- 0.5 cannot be efficiently represented, and hence, a so-called
plementations. CABAC significantly outperforms the baseline en- 4 1hhapet extensionf “run” symbols representing successive
tropy coding method of H.264/AVC for the typical area of envis- . . . .

aged target applications. For a set of test sequences representingleve'S with value zero is used in the entropy coding schemes
typical material used in broadcast applications and for a range of 0f MPEG-2, H.263, and MPEG-4. Moreover, the usage of fixed

acceptable video quality of about 30 to 38 dB, average bit-rate sav- VLC tables does not allow an adaptation to the actual symbol

ings of 9%-14% are achieved. statistics, which may vary over space and time as well as for
Index Terms—Binary arithmetic coding, CABAC, context mod- different source material and COding conditions. Fina”y, since
eling, entropy coding, H.264, MPEG-4 A/C. there is a fixed assignment of VLC tables and syntax elements,

existing inter-symbol redundancies cannot be exploited within
these coding schemes.

Although, from a conceptual point-of-view, it is well known
ATURAL camera-view video signals show nonstationarfor a long time that all these deficiencies can be most easily
statistical behavior. The statistics of these signals largakysolved byarithmetic code$23], little of this knowledge was

depend on the video content and the acquisition process. Tragtually translated into practical entropy coding schemes specif-
tional concepts of video coding that rely on a mapping from theally designed for block-based hybrid video coding. One of
video signal to a bitstream of variable length-coded syntax elge first hybrid block-based video coding schemes that incor-
ments exploit some of the nonstationary characteristics but cgorate an adaptive binary arithmetic coder capable of adapting
tainly not all of it. Moreover, higher order statistical dependenhe model probabilities to the existing symbol statistics was pre-
cies on a syntax element level are mostly neglected in existisgnted in [6]. The core of that entropy coding scheme was in-
video coding schemes. Designing an entropy coding schemefierited from the JPEG standard (at least for coding of DCT co-
a video coder by taking into consideration these typically olefficients) [25], and an adjustment of its modeling part to the
served statistical properties, however, offers room for significagipecific statistical characteristics of typically observed residual
improvements in coding efficiency. data in a hybrid video coder was not carried out. As a result, the

Context-Based Adaptive Binary Arithmetic Codf@\BAC) performance of this JPEG-like arithmetic entropy coder in the

is one of the two entropy coding methods of the new ITUsybrid block-based video coding scheme of [6] was not substan-
T/ISO/IEC standard for video coding, H.264/AVC [1], [2]. Thetially better for inter-coded pictures than that of its VLC-based
algorithm was first introduced in a rudimentary form in [7] an@ounterpart.

evolved over a period of successive refinements [8]-[17]. In The first and—until H.264/AVC was officially released—the
this paper, we present a description of the main elements of #iely standardized arithmetic entropy coder within a hybrid
CABAC algorithm in its final standardized form as specified iblock-based video coder is given by Annex E of H.263 [4].
[1]. Unlike the specification in [1], the presentation in this paperhree major drawbacks in the design of that optional arithmetic
is intended to provide also some information on the underlyirgding scheme can be identified. First, Annex E is applied
conceptual ideas as well as the theoretical and historical bagk-the same syntax elements as the VLC method of H.263
ground of CABAC. including the combined symbols for coding of transform

Entropy coding in today’s hybrid block-based video codingoefficient levels. Thus, one of the fundamental advantages

standards such as MPEG-2 [3], H.263 [4], and MPEG-4 [5] if arithmetic coding that a noninteger code length can be

generally based on fixed tables of variable-length codes (VLCaksigned to coding events is unlikely to be exploited. Second,
all probability models in Annex E of H.263 are nonadaptive
in the sense that their underlying probability distributions are

|I. INTRODUCTION
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this conditioning does not result in a significant gain in codinglexity tradeoff operating at a reduced coding efficiency and
efficiency, since an adaptation to the actual symbol statisticscemplexity level compared to CABAC. It mostly relies on a
not possible. Finally, the generia-ary arithmetic coder used single infinite-extended codeword set consisting of zero-order
in Annex E involves a considerable amount of computationgkp-Golomb codes, which are used for all syntax elements
complexity, which may not be justified in most applicatiorexcept for the residual data. For coding the residual data, a more
scenarios, especially in view of the typically observed smadbphisticated method call€Cbntext-Adaptive Variable-Length
margins of coding gains. Coding (CAVLC) is employed. In this scheme, inter-symbol
Entropy coding schemes based on arithmetic coding aexlundancies are exploited by switching VLC tables for various
quite frequently involved in the field of non block-basedyntax elements depending on already transmitted coding sym-
video coding. Most of these alternative approaches to vidbeols [1], [2]. The CAVLC method, however, cannot provide an
coding are based on the discrete wavelet transform (DWT) &daptation to the actually given conditional symbol statistics.
combination with disparate methods of temporal predictiofRurthermore, coding events with symbol probabilities greater
such as overlapped block motion compensation, grid-baghdn 0.5 cannot be efficiently coded due to the fundamental
warping, or motion-compensated temporal filtering [18]—[20]ower limit of 1 bit/symbol imposed on variable length codes.
The corresponding entropy coding schemes are often derives restriction prevents the usage of coding symbols with a
from DWT-based still image coding schemes like SPIHT [21dmaller alphabet size for coding the residual data, which could
or other predecessors of JPEG2000 [35]. allow a more suitable construction of contexts for switching
In our prior work on wavelet-based hybrid video codinghetween the model probability distributions.
which led to one of the proposals for the H.26L standardization The remainder of the paper is organized as follows. In Sec-
[19], the entropy coding method gartitioning, aggregation tion Il, we present an overview of the CABAC framework in-
and conditional codingPACC) was developed [22]. One ofcluding a high-level description of its three basic building blocks
its main distinguishing features is related to the partitioningf binarization, context modeling and binary arithmetic coding.
strategy: Given a source with a specific alphabet size, féve also briefly discuss the motivation and the principles behind
instance, quantized transform coefficients, it was found the algorithmic design of CABAC. A more detailed description
be useful to first reduce the alphabet size by partitioning tled CABAC is given in Section lll, where the individual steps
range according to a binary selector which, e.g., in the casedbfthe algorithm are presented in depth. Finally, in Section IV
transform coefficients, would be typically given by the decisiowe provide experimental results to demonstrate the performance
whether the coefficient is quantized to zero or not. In fact, rangains of CABAC relative to the baseline entropy coding mode
partitioning using binary selectors can be viewed as a speailH.264/AVC for a set of interlaced video test sequences.
case of abinarization schemewhere a symbol of a nonbinary
alphabet is uniquely mapped to a sequence of binary decisions II. THE CABAC ERAMEWORK

prior to further processing. . . . . .
This (somehow) dual operation to the aforementioned al_F|g. 1 shows the generic block diagram for encoding a single

phabet extension, which in the sequel we will therefore refer fynt2x element in CABAG. The encoding process consists of,
asalphabet reductionis mainly motivated by the fact that it al- at most., thr_ee _elementary steps:

lows the subsequent modeling stage to operate more efficientlyl) Pinarization;

on this maximally reduced (binary) alphabet. In this way, the 2) context modeling;

design and application of higher order conditioning models is 3) binary arithmetic coding. .
greatly simplified and, moreover, the risk of “overfitting” the N the first step, a given nonbinary valued syntax element is
model is reduced. As a positive side effect, a fast table-drivéfiduely mapped to a binary sequence, a so-cailadstring

binary arithmetic coder can be utilized for the final arithmeti¥/hen a binary valued syntax element is given, this initial step is
coding stage. bypassed, as shown in Fig. 1. For each element of the bin string

The design of CABAC is in the spirit of our prior work. or for each binary valued syntax element, one or two subsequent

To circumvent the drawbacks of the known entropy codingfeéPS may follow depending on the coding mode. _
schemes for hybrid block-based video coding such as Annexn the so-calledegular coding modgprior to the actual arith-
E of H.263, we combine an adaptive binary arithmetic codirf@etic coding process the given binary decision which, in the
technique with a well-designed set of context models. Guidégduel, we will refer to as hin, enters the context modeling
by the principle of alphabet reduction, an additional binariz&!age, where a probability model is selected such that the cor-
tion stage is employed for all nonbinary valued symbols. SinégSponding choice may depend on previously encoded syntax
the increased computational complexity of arithmetic coding fl€ments or bins. Then, after the assignment of a context model
comparison to variable length coding is generally consider& Pin value along with its associated model is passed to the
as its main disadvantage, great importance has been devotd§@ylar coding engine, where the final stage of arithmetic en-
the development of an algorithmic design that allows efficie§ding together with a subsequent model updating takes place
hardware and software implementations. (see Fig. 1).

For some applications, however, the computational re-

quirements of CABAC may be still too high given today’s IFor simplicity and for clarity of presentation, we restrict our exposition of
CABAC to an encoder only view. In the text of the H.264/AVC standard [1]

silicon technology. Therefore, the_ baseline entropy COdirﬁgelf, the converse perspective dominates—the standard normatively specifies
method of H.264/AVC [1] offers a different compression-comenly how to decode the video content without specifying how to encode it.
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bin value for context model update

non-binary valued bin loop over A 4 binvalue, Reeul
; bins bi text model egular
syntax element . . string in Context | contex L | .
Binarizer ——» * »  Coding
Modeler : Engine :
f nein coded bits
regular : regular\®
syntax :
element L : : bitstream
> > bypass : bypass —_—
binary valued T : Bypass coded bits.
syntax element - — . . :
bin value : Coding Engine :

Fig. 1. CABAC encoder block diagram.

Alternatively, thebypass coding mode chosen for selected
bins in order to allow a speedup of the whole encoding (and de-
coding) process by means of a simplified coding engine without
the usage of an explicitly assigned model, as illustrated by the
lower right branch of the switch in Fig. 1.

In the following, the three main functional building blocks,
which are binarization, context modeling, and binary arithmetic
coding, along with their interdependencies are discussed in
more detail.

Fig. 2. lllustration of the binarization for (a) mb_type and (b) sub_mb_type
both for P/SP slices.

1) General Approach:For a successful application of con-

text modeling and adaptive arithmetic coding in video codingiacroblock type “P_88", i.e., the partition of the macroblock
we found that the following two requirements should be fulnto four 8x8 submacroblocks in a P/SP slice. In this case, the
filled: corresponding bin string is given by “001”. As an obvious con-
a) afast and accurate estimation of conditional probabilitisequence, the symbol probabiljy'3") is equal to the product
must be achieved in the relatively short time interval of f the probabilitiesp(©® ("0"), p(©1)("0"), and p(¢2)("1"),
slice coding unit; whereC0, C'1 andC2 denote the (binary) probability models
b) the computational complexity involved in performingpf the corresponding internal nodes, as shown in Fig. 2. This
each elementary operation of probability estimatiorelation is true for any symbol represented by any such binary
and subsequent arithmetic coding must be kept attr@e, which can be deduced by the iterated application of the
minimum to facilitate a sufficiently high throughput of Total Probability Theorem [26].
these inherently sequentially organized processes. Although at this stage nothing seems to be gained, there is al-
To fulfill both requirements we introduce the importanteady the advantage of using a binary arithmetic coding engine
“pre-processing” step of first reducing the alphabet size of tlom the bin string instead of a-ary arithmetic coder operating
syntax elements to encode. Alphabet reduction in CABAC @ the originalm-ary source alphabet. Adaptive-ary arith-
performed by the application of a binarization scheme to eantetic coding (form > 2) is in general a computationally com-
nonbinary syntax element resulting in a unique intermedigbéex operation requiring at least two multiplications for each
binary codeword for a given syntax element, called a bin stringymbol to encode as well as a number of fairly complex oper-
The advantages of this approach are both in terms of modelitipns to perform the update of the probability estimation [36].
and implementation. In contrast to that, there are fast, multiplication-free variants of
First, it is important to note that nothing is lost in terms obinary arithmetic coding, one of which was specifically devel-
modeling, since the individual (nonbinary) symbol probabilitiesped for the CABAC framework, as further described below.
can be recovered by using the probabilities of the individual bitgnce the probability of symbols with larger bin strings is typi-
of the bin string. For illustrating this aspect, let us consider ttoally very low, the computational overhead of coding all bins of
binarization for the syntax element mb_type of a P/SP slice. that bin string instead of using only one pass imaary arith-
As depicted in Fig. 2(a), the terminal nodes of the binary tremetic coder is fairly small and can be easily compensated by
correspond to the symbol values of the syntax element suesing a fast binary coding engine.
that the concatenation of the binary decisions for traversingFinally, as the mostimportant advantage, binarization enables
the tree from the root node to the corresponding terminal nodentext modeling on a subsymbol level. For specific bins which,
represents the bin string of the corresponding symbol value. Fiogeneral, are represented by the most frequently observed bins,
instance, consider the value “3” of mb_type, which signals tle@nditional probabilities can be used, whereas other usually less

A. Binarization
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frequently observed bins can be treated using a joint, typicaII)Whi}?( 1A . ¢ of mek
o . unary prefix part o
zero-order, probability model. Compared to the conventiona ;¢ ", S_7 (1<<k) ) ¢

approach of using context models in the original domain of the put( 1)

source with typically large alphabet size (like e.g., component: x = x - (l<<k)

of motion vector differences or transform coefficient levels) this ) e}l‘;’; (

additional freedom in the design offers a flexible instrument for put( 0 ) // terminating “0” of prefix part
using higher order conditional probabilities without suffering while( k-- ) // binary suffix part of EGk
from context “dilution” effects. These effects are often observec put ( (x>>k) & 0x01 )

. " S break
in cases, where a large number of conditional probabilities hav

to be adaptively estimated on a relatively small (coding) time}

interval, such that there are not enough samples to reach a reli-
able estimate for each model. Fig. 3. Construction ofth order EGk code for a given unsigned integer

For instance, when operating in the original alphabet domafﬁf,mbm”'

a quite moderately chosen second-order model for a given syntax
element alphabet of size = 256 will result in the intractably these elementary types. As an exception of these structured
large number 02562 - (256 — 1) ~ 224 symbol probabilities to types, there are five specific, mostly unstructured binary trees
be estimated for that particular syntax element only. Even foitlzat have been manually chosen for the coding of macroblock
zero-order model, the task of tracking 255 individual probabilittypes and submacroblock types. Two examples of such trees
estimates according to the previous example is quite demandiage shown in Fig. 2.
However, typically measured probability density functions (pdf) In the remaining part of this section, we explain in more detail
of prediction residuals or transformed prediction errors can kige construction of the four basic types of binarization and its
modeled by highly peaked Laplacian, generalized Gaussiandarivatives.
geometric distributions [28], where it is reasonable to restrict theUnary and Truncated Unary Binarization Scherfer each
estimation ofindividual symbol statistics to the area of the largesiisigned integer valued symbel > 0, the unary code word
statistical variations at the peak of the pdf. Thus, if, for instancie, CABAC consists of: “1” bits plus a terminating “0” bit. The
a binary tree resulting from a Huffman code design would keuncated unary (TU) code is only defined fowith0 < 2 < S,
chosen as a binarization for such a source and its related pdfiere forr < S the code is given by the unary code, whereas
only the nodes located in the vicinity of the root node woultbr = S the terminating “0” bit is neglected such that the TU
be natural candidates for being modeled individually, whereag@de ofz = S is given by a codeword consisting of‘1” bits
joint model would be assigned to all nodes on deeper tree leveisly.
corresponding to the “tail” of the pdf. Note that this design is kth order Exp-Golomb Binarization SchemExponential
different from the example given in Fig. 2, where each (internaolomb codes were first proposed by Teuhola [29] in the
node has its own model. context of run-length coding schemes. This parameterized
Inthe CABAC framework, typically only the root node wouldfamily of codes is a derivative of Golomb codes, which have
be modeled using higher order conditional probabilities. In thgeen proven to be optimal prefix-free codes for geometrically
above example of a second-order model, this would resultdistributed sources [30]. Exp-Golomb codes are constructed by
only four different binary probability models insteadref dif-  a concatenation of a prefix and a suffix code word. Fig. 3 shows
ferentm-ary probability models withn = 256. the construction of théth order Exp-Golomb (EGK) code
2) Design of CABAC Binarization Scheme&s already word for a given unsigned integer symholThe prefix part of
indicated above, a binary representation for a given nonbinahe EGk code word consists of a unary code corresponding to
valued syntax element provided by the binarization process value of (z) = [log,(z/2* + 1)].
should be close to a minimum-redundancy code. On the oneThe EGk suffix part is computed as the binary representation
hand, this allows easy access to the most probable symbolsoby: + 2%(1 — 2!(*)) usingk + I(z) significant bits, as can be
means of the binary decisions located at or close to the reglen from the pseudo-C code in Fig. 3.
node for the subsequent modeling stage. On the other handzonsequently, for the EGk binarization, the number of sym-
such a code tree minimizes the number of binary symbols §els having the same code lengthlof+ 2 - I(z) + 1 is ge-
encode on the average, hence minimizing the computatiog@ahetrically growing. By inverting Shannon'’s relationship be-
workload induced by the binary arithmetic coding stage.  tween ideal code length and symbol probability, we can, e.g.,
However, instead of choosing a Huffman tree for a give@asny deduce that EGO is the optimal code for a p@f) =
training sequence, the design of binarization schemes 1im . (x 4 1)~2 with > 0. This implies that for an appropri-
CABAC (mostly) relies on a few basic code trees, whose strugtely chosen parameterthe EGk code represents a fairly good
ture enables a simple on-line computation of all code worgigst-order approximation of the ideal prefix-free code for tails
without the need for storing any tables. There are four sughtypically observed pdf’s, at least for syntax elements that are
basic types: theinary codethetruncated unary codehe kth representing prediction residuals.
order Exp-Golomb codend thefixed-length codein addition,  Fixed-Length (FL) Binarization Schemigor the application
there are binarization schemes based on a concatenatiobfoFL binarization, a finite alphabet of values of the corre-
sponding syntax element is assumed. ketlenote a given
2A more rigorous treatment of that problem can be found in [23] and [24] value of such a syntax element, whére< x < S. Then, the
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FL code word ofz is simply given by the binary representation TABLE |

of 2 with a fixed (minimum) numbety, = [log, 5] of bits. UEGO BARIZATION FOR ENCODING OF ABSOLUTE VALUES OF
Typically, FL binarization is applied to syntax elements with a

nearly uniform distribution or to syntax elements, where eac
bit in the FL binary representation represents a specific codin
decision as e.g., in the part of the coded block pattern symb
related to the luminance residual data.

Concatenation of Basic Binarization Schemé&som the
basic binarization schemes as described above, three more
narization schemes are derived. The first one is a concatenati
of a 4-bit FL prefix as a representation of the luminance relate
part of the coded block pattern and a TU suffix with= 2 rep-

Bin string
TU prefix EGO suffix

abs_level

s W —
—_——— = O
f—

13
14

lr1r 11111111110
. . Irr1r11111111110
resenting the chrominance related part of coded_block_patter 5 |; 1 1 111111111110
Both the second and third concatenated scheme arederiv. 16 |1 1 1 1 1111111111100
from the TU and the EGk binarization. These schemes, whic 17 |1 1.1 1 1 1 1 1 1 1 1 1 1 1{1 01
are referred to aelnary/kth order Exp-GolomlUEGK) bina- :g } : } : : : : : : } } : : : : : g 8 ‘I’
rizations, are applied to motion vector differencesandabsolu 5, [, 4y 1 1 1 1 i 11 1 111 1l1 1010

values of transform coefficient levels. The design of these cor .. | . . .
catenated binarization schemes is motivated by the followin  bin |1 2 3 45 6 7 8 91011121314/1516171819 ...
observations. First, the unary code is the simplest prefix-free

code in terms of implementation cost. Secondly, it permits a

fast adaptation of the individual symbol probabilities in the sub- UEGk binarization of absolute values of transform coefficient
sequent context modeling stage, since the arrangement of ltheels (abs_level) is specified by the cutoff valde= 14 for
nodes in the corresponding tree is typically such that with ithe TU prefix part and the ordér = 0 for the EGk suffix
creasing distance of the internal nodes from the root node f{fart. Note that the binarization and subsequent coding process
corresponding binary probabilities are less skew@these ob- is applied to the syntax elemenbeff_abs_value_minusl =
servations are only accurate for small values of the absolufes_level — 1, since zero valued transform coefficient levels are
motion vector differences and transform coefficient levels. Fenhcoded using a significance map, as described in more detail
larger values, there is not much use of an adaptive modelimgSection 11I-B. The construction of a bin string for a given
leading to the idea of concatenating an adapted truncated unailue of coeff_abs_value_minus1 is similar to the construction
tree as a prefix and a static Exp-Golomb code tree as a suftX.UEGk bin strings for the motion vector difference compo-
Typically, for larger values, the EGK suffix part represents ahents except that no sign bit is appended to the suffix. Table |
ready a fairly good fit to the observed probability distributionshows the corresponding bin strings for values of abs_level from
as already mentioned above. Thus, it is reasonable to speedup 20, where the prefix parts are highlighted in gray shaded
the encoding of the bins related to the EGk suffix partin CABAGolumns.

by using the fast bypass coding engine for uniformly distributed

bins, as further described in Section II-D. ;

For motion vector differences, UEGk binarization is conl?' Context Modeling
structed as follows. Let us assume the valued of a motion One of the most important properties of arithmetic coding is
vector component is given. For the prefix part of the UEGthe possibility to utilize a clean interface between modeling and
bin string, a TU binarization with a cutoff value f = 9 is coding such that in the modeling stage, a model probability dis-
invoked for min(|muvd|,9). If mwvd is equal to zero, the bin tribution is assigned to the given symbols, which then, in the
string consists only of the prefix code word “0”. If the conditiorsubsequent coding stage, drives the actual coding engine to gen-
|mud| > 9 holds, the suffix is constructed as an EG3 codeworfate a sequence of bits as a coded representation of the sym-
for the value of|mwvd| — 9, to which the sign ofmwvd is bols according to the model distribution. Since it is the model
appended using the sign bit “1” for a negatived and the sign that determines the code and its efficiency in the first place, it is
bit “0” otherwise. Formuvd values with0 < |mwvd| < 9, the of paramount importance to design an adequate model that ex-
suffix consists only of the sign bit. Noting that the componemtiores the statistical dependencies to a large degree and that this
of a motion vector difference represents the prediction errormapdel is kept “up to date” during encoding. However, there are
guarter-sample accuracy, the prefix part always correspondssignificant model costs involved by adaptively estimating higher
a maximum error component af2 samples. With the choice order conditional probabilities.
of the Exp-Golomb parametér= 3, the suffix code words are  Suppose a pre-defined $8bf past symbols, a so-calledn-

given such that a geometrical increase of the prediction ertext templateand a related s&& = {0,...,C — 1} of contexts
in units of two samples is captured by a linear increase in tisegiven, where the contexts are specified byadeling func-
corresponding suffix code word length. tion F: T — C operating on the templafE. For each symbol

to be coded, a conditional probabilityz|F’ is estimated
3The aspect of a suitable ordering of nodes in binary trees for optimal m % P Mx| (Z))

eling and fast adaptation has been addressed in [31], although in a slightly 14 SWitChing betweer_] diﬁer?m prObab”ity models accqrding to
ferent context. the already coded neighboring symbels T'. After encodinge
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TABLE I
SYNTAX ELEMENTS AND ASSOCIATEDRANGE OF CONTEXT INDICES
B S
ice type
alc Syntax element ST P/SP B
mb_type 0/3-10 14-20 27-35
mb_skip_flag 11-13 24-26
sub_mb_type 21-23 36-39
d (horizontal 40-4 -
Fig. 4. lllustration of a context template consisting of two neighboring syntax mr;vé (s‘r:lrzt(i)cr:xS) 4(7)_52 iggg
elements4 and B to the left and on top of the current syntax elemént ref_idx 5459 5450
mb_gp_delta 60-63 60-63 60-63
using the estimated conditional probability:| F'(z)), the prob- intra_chroma_pred_mode 64-67 | 64-67 | 64-67
ability model is updated with the value of the encoded symbol ﬂev—ln‘,rat“xj—gred—;“‘)deaﬂag gg gg gg
. . . rem_intraax4_pred_mode
x. Thus,p(xz|F(2)) is estimated on the fly by tracking the ac- mb_field_decoding flag 7072 T 7072 | 7072
tual source statistics. Since the numbef different conditional coded_block_pattern 73-84 | 73-84 | 73-84
probabilities to be estimated for an alphabet size.d@$ equal to coded block flag 85-104 | 85-104 | 85-104
T = C(m — 1), itis intuitively clear that the model cost, which significant_coeff_flag | 10519% | 105-165. 11 105-165,
repr_esents the co_st_ of “!earning” the mod(_al distribution, is pro- ot siemificant. coft fla 166-226. | 166-226. | 166226,
portional tor.4 This implies that by increasing the numhgiof -Sien —0T-T48 | 338-398 | 338-398 | 338-398
different context models, there is a point where overfitting of the coeff_abs level minusl | 227-275 | 227-275 | 227-275
end_of_slice_flag 276 276 276

model may occur such that inaccurate estimates(ofF'(z))
will be the result.

In CABAC, this problem is solved by imposing two severe re- Both the third and fourth type of context models is applied

strictions on the choice of the context models. First, verylimitetg residual data only. In contrast to all other types of context
contsx’lt templatsz‘ con3|st|r:g Of(;" fewhnt;lghbolr sof the ﬁu”enFnodeIs, both types depend on the context categories of different
symbol to encode are employed such that only a sma numlﬁ%ck types, as specified below. Moreover, the third type does

of different context modelg” is effectively used. Second, as ot rely on past coded data, but on the position in the scanning

alrgady motivated in .the last sec;nor_n context modeling is r ath. For the fourth type, modeling functions are specified that
stricted to selected bins of the binarized symbols. As a res

olve the evaluation of the accumulated number of encoded

:jhe .mod?I costis dracsjtli:ally (;eduged, even.th_ough the ad"—g%coded) levels with a specific value prior to the current level
esign of context models under these restrictions may not [&= 1 1\ code (decode).

sult in the optimal choice with respect to coding efficiency. In . . .
fact, in a recently conducted research, it has been shown g]a§e3|des these context models based on conditional probabili-

additional gains can be obtained by applying the novel GRA i8S, there are fixed gssignments of probability m_odels to bin in-
algorithm for an optimized selection of context models usirt ices for all those bins that have to be encoded in regular mode

larger context templates within the CABAC framework [31]° nd to which no context model of the previous specified cate-

However, the improvements are quite moderate comparedgt%rles IS gpplled. N .
the drastic increase in complexity required for performing the 1he entity of probability models used in CABAC can be ar-
two-pass GRASP algorithm. ranged in a linear fashion such that each model can be iden-

Four basic design types of context models can be distiffied by a unique so-calledontext indexy. Table Il contains
guished in CABAC. The first type involves a context templat@n Overview of the syntax elements in H.264/AVC and its re-
with up to two neighboring syntax elements in the past of tfated context indices. The numbering of indices was arranged in
current syntax element to encode, where the specific definiti§HCh & way that the models related to mb_type, sub_mb_type,
of the kind of neighborhood depends on the syntax elemeff'd mb_skip_flag for different slice types are distinguished by
Usually, the specification of this kind of context model for 4N€ir corresponding indices. Although the ordering of models in
specific bin is based on a modeling function of the related bifP!e Ilis clearly not the most economical way of housekeeping
values for the neighboring element to the left and on top of tf{g® Models in CABAC, it serves the purpose of demonstrating
current syntax element, as shown in Fig. 4. the conceptual idea.

The second type of context models is only defined for Each probability model related to a given context index
the syntax elements of mb_type and sub_mb_type. H&rdetermined by a pair of two values, a 6-pibbability state
this kind of context models, the values of prior coded biri§dexo., and the (binary) values., of themost probable symbol
(bo,b1,ba,...,b;_1) are used for the choice of a model foMPS), as will be further described in Section IlI-C. Thus, the
a given bin with indexi. Note that in CABAC these context pairs ¢, @,) for 0 < v < 398 and hence the models them-
models are only used to select different models for differefglves can be efficiently represented by 7-bit unsigned integer
internal nodes of the corresponding binary trees, as alreaJues.
discussed in Section II-A. The context indices in the range from 0 to 72 are related to
“Rissanen derived a refinement of that model cost measure by also tak‘?r}gtax .elements of macro.bIOCk type, submacroblock type, and

diction modes of spatial and of temporal type as well as

into account that the precision of estimating the probabilities increases with : . ) >
number of observations [24] slice-based and macroblock-based control information. For this
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TABLE 11l TABLE IV
VALUES OF CONTEXT INDEX OFFSETA DEPENDING ONCONTEXT CATEGORY BAsic BLock TYPESWITH NUMBER OF COEFFICIENTS ANDASSOCIATED
(AS SPECIFIED IN TABLE V) AND SYNTAX ELEMENT CONTEXT CATEGORIES
Context category BlockType MaxNumCoeff Context
Syntax element (ctx_cat) category (ctx_car)
0|12 ]3]|4 Luma DC block for 16 Luma-Intral6-DC: 0
coded_block_flag 0|4 ]8][12]16 Intral6x16
significant_coeff_flag | 0 | 15|29 | 44 | 47 Luma AC block for 15 Luma-Intral 6-AC: 1
last_significant_coeff_flag | 0 | 15 | 29 | 44 | 47 Intral6x16
coeff_abs_level_minusl | 0 | 10| 20|30 |39 Luma block for Intra 4x4 16 Luma-4x4: 2
Luma block for Inter 16
U-Chroma DC block for Intra 4
type of syntax elements, a corresponding context indean be V-Chroma DC block for Intra 4 Chroma-DC: 3
lculated U-Chroma DC block for Inter 4
calculated as V-Chroma DC block for Inter 4
U-Chroma AC block for Intra 15
vy=Is+ xs 1) V-Chroma AC block for Intra 15 A
U-Chroma AC block for Inter 15 Chroma-AC: 4
whereT's denotes the so-calletbntext index offsethich is V-Chroma AC block for Inter 15

defined as the lower value of the range given in Table Il, aad

denotes theontext index incrememf a given syntax element c. Binary Arithmetic Coding
S. Note that the variablg s may depend only on the bin index, _. . . _— o .
: . . > . L Binary arithmetic coding is based on the principle of recursive
in which case a fixed assignment of probability model is given

or alternatively, it may specify one of the first or second type idterval subdivision that involves the following elementary mul-

context models, as given above. The notation introduced in Blication operation. Suppose that an estimate of the probability
, . - o
will be used in Section I1I-A for a more detailed description ofLFS € (0,0.5] of theleast probable symb@LPS) is given and

the context models for syntax elements of the above given typré"flt the given interval is represented by its lower boinand

Context indices in the range from 73 to 398 are related to tht% width (range)iz. Based on that settings, the given interval is

coding of residual data.Two sets of context models are speciiSUdeVIOIeOI into two subintervals: one interval of width

fied for the syntax elements significant_coeff_flag and last_sig- Rips = R - prps 3)
nificant_coeff_flag, where the coding of both syntax elements
is conditioned on the scanning position as further described\imich is associated with the LPS, and the dual interval of width
Section IlI-B. Since in macroblock adaptive frame/field codeg, .« = R — Ryps, which is assigned to the most probable
frames, the scanning pattern depends on the mode decisioRghbol (MPS) having a probability estimate bf- p; ps. De-
a frame/field coded macroblock, separate sets of models h@¢ding on the observed binary decision, either identified as the
been defined for both modes. The range values in the lower rows or the MPS, the corresponding subinterval is then chosen
of the corresponding syntax elements in Table Il specify the cogs the new current interval. A binary value pointing into that in-
textindices for field-based coding mode. Note that in pure franigrval represents the sequence of binary decisions processed so
or field coded pictures only 277 out of the total number of 39, whereas the range of that interval corresponds to the product
probability models are actually used. of the probabilities of those binary symbols. Thus, to unambigu-
The contextindex for coded_block_pattern is specified by thgsly identify that interval and hence the coded sequence of bi-
relation of (1), whereas for all other syntax elements of reSidL{Qéry decisions, the Shannon lower bound on the entropy of the
data, a context index is given by sequence is asymptotically approximated by using the minimum
precision of bits specifying the lower bound of the final interval.
In a practical implementation of binary arithmetic coding,

where in addition to the context index offdé$ the context cat- the main bpttleneck n terms of throughpu; Is the muIt|pI_|c_a_t|on
operation in (3) required to perform the interval subdivision.

egqry(ctx_cat) dependent offsels is employed. The specifi- A significant amount of work has been published in literature
cation of the context categories and the related valuésscdire . . . L .
aimed at speeding up the required calculation in (3) by intro-

given in Tables Ill and IV. By using the notation of (2), a more ucing some approximations of either the rarger of the

g?:zi?fugfzgftlvﬁﬁ S; g}se?ir:esxécqi]ggﬂﬁéor syntax eIemenpfc'obability pLps such that the multiplication can be avoided

Note that for the context-modeling process only past codé%z]._[gél]' Among these Iow—compIeX|_ty bm_ary_ arithmetic
c¢oding methods, the Q coder [32] and its derivatives QM and
values of syntax elements are evaluated that belong to the s

slice, where the current coding process takes place. It is als coder [35] have attracted great attention, especially in the

worth noting that regardless of the type of context model, coﬁggti)glg the still image coding standardization groups JPEG

ditioning is always confined to syntax element values such that ) :

: . Although the MQ coder represents the state-of-the-art in

the entropy encoding/decoding process can be completely ge- . . : . : )

. : . -fast binary arithmetic coding, we found that it considerably

coupled from the rest of the encoding/decoding operations "48grades coding efficiency, at least in the application scenario
H.264/AVC encoder/decoder. 9 9 Y. hp

of H.264/AVC video coding [36]. Motivated by this obser-
5As an exception, context index= 276 is related to the end of slice flag. vation, we have designed an alternative multiplication-free

v=Ts+ Ag(ctz_cat) + xs 2
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binary arithmetic coding scheme, the so-calfeddulo coder coded in “P_&8” or “B_8x8" mode, an additional syntax
(M coder), which can be shown to have negligible performanedement (sub_mb_type) is present that specifies the type of the
degradation in comparison to a conventional binary arithmetiorresponding submacroblock. In this section, we will restrict
coder as, e.g., proposed in [37]. At the same time, our nowir presentation to the coding of mb_type, mb_skip_flag, and
design of the M coder has been shown to provide a highewb_mb_type in P/SP slices only; for more information, the
throughput rate than the MQ coder when compared inraader is referred to [1].
software-based implementation [36]. Macroblock Skip FlagFor coding of the mb_skip_flag, sta-
The basic idea of our multiplication-free approach ttistical dependencies between neighboring values of the syntax
binary arithmetic coding is to project both the legal rangelement mb_skip_flag are exploited by means of a simple but
[Rmin, Rmax) Of interval width R and the probability range effective context design. For a given macrobl@¢kthe related
associated with the LPS onto a small set of representativentext models involve the mb_skip_flag values of the neigh-
valuesQ = {Qo,...,Qr—-1} and P = {po,...,pn-1}, boring macroblocks to the left (denoted Hy and on top ofC'
respectively. By doing so, the multiplication on the right-han(lenoted byB). More specifically, the corresponding context
side of (3) can be approximated by using a tablekofx N index incremenimskip 1S defined by
pre-computed product valu€g, - p, for {0 < p < K — 1}
and{0 < o < N — 1}. For the regular arithmetic core enginexuskip(C) = (mb_skip_flag(4)! =0)70:1
in H.264/AVC, a good tradeoff between a reasonable size of +(mb_skip_flag(B)! = 0)?0: 1. (4)
the corresponding table and a sufficiently good approximation
of the “exact” interval subdivision of (3) was found by using a |f one or both of the neighboring macroblochs (A or B)
setQ of K = 4 quantized range values together with aBeif  are not available (e.g., because they are outside of the current
N = 64 LPS related probability values, as described in moggice), the corresponding mb_skip_fl&g ) value in (4) is set
details in Sections 11I-C and 11I-D. to 086
Another distinct feature of the binary arithmetic coding en- Macroblock Type As already stated above, for the bina-
gine in H.264/AVC, as already mentioned above, is its simpliization of mb_type and Sub_mb_type Specifica”y designed
fied bypass coding mode. This mode is established for specifigarization schemes are used. Fig. 2(a) and (b), respectively,
syntax elements or parts thereof, which are assumed to be negHyws the corresponding binarization trees for mb_type and
uniformly distributed. For coding this kind of symbol in by-sub_mb_type that are used in P or SP slices, where the terminal
pass mode, the computationally expensive probability estim@des of the trees correspond to the symbol values of the syntax

tion will be completely omitted. element and the concatenation of the binary decisions on the
way from the root node to the corresponding terminal node
I1l. DETAILED DESCRIPTION OFCABAC represents the bin string of the corresponding symbol value.

. . . A . Note that the mb_type value of “4” for P slices is not used
This section provides detailed information for each syntax &L CABAC entropy coding mode. For the values “5’—*30” of

ement regarding the specific choice of a binarization SCherPn%_type, which represent the intra macroblock types in a P

and the associated context models for each bin of the comﬁbe, the corresponding bin strings consist of a concatenation

; . : )
sponding bin string. For that purpose, the syntax elements a - A N N
divided into two categories. The first category, which is deqﬁhe prefix bin string "1", as shown in Fig. 2, and a suffix bin

: . ) : string, which is further specified in [1].
scribed in Section IlI-A, contains the elements related to mac—FOr coding a bin value corresponding to the binary decision

roblock type, submacroblock type, and information of predmgt an internal node as shown in Fig. 2, separate context models

tion modes both of spatial and of temporal type as well as S“Cfénoted byC0, ..., C'3 for mb_type andC’0, C'1, C'2 for

and macroblock-based control information. In the second cafe,,
gory, which is described in Section IlI-B, all residual data eIe'UlZJ)_mczati)r/\geo?lr:’er:dr}::?ilgz(?\;ljclxdesSince all samples of a mac-
ment.s,. l.e., all syntax glements related to the coding of tranSfonglock are predicted, the corresponding prediction modes have
coefficients are combined.

. ) . . ransmi . For a macroblock in intra m h
In addltlon,amoredetalledexplanatlonoftheprobabllltyeéO be transmitted. For a macroblock coded tra mode, these

Lo . ; . yntax elements are given by the intra prediction modes for both
“m?“"” process qnd .the tgble-bgsed binary arithmetic COd'Irlﬁéninance and chrominance, whereas for an inter coded mac-
engine of CABAC is given in Sections IlI-C and IlI-D, respec-

tvel roblock the reference picture index/indices together with their
Y- related motion vector component differences have to be sig-

naled.
A. Coding of Macroblock Type, Prediction Mode, and Control |2 prediction Modes for Lumadx4: The luminance

Information intra prediction modes for ¥4 blocks are itself predicted
1) Coding of Macroblock and Submacroblock Typ&t resulting in the syntax elements of the binary-valued
the top level of the macroblock layer syntax the signaling @frev_intrad<4 pred_mode_flag and the mode indicator
mb_skip_flag and mb_type is performed. The binary-valugdm_intrad<4 pred_mode, where the latter is only present if
mb_skip_flag indicates whether the current macroblock inthe former takes a value of 0. For coding these syntax elements,
P/SP or B slice is skipped, and if it is not (i.e., mb_skip_flag . , , , . _ o
In the following, the information about the “exception handling” in the def-

= 0) further signaling of mb_type specifies the chosen Maf5ition of the context index increments will be (mostly) neglected. For filling
roblock type. For each 88 submacroblock of a macroblockthat information gap, the interested reader is referred to [1].
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two separate probability models are utilized: one for coding obblock or submacroblock partitiofl and component:(np) is
the flag and another for coding each bin value of the 3-bit Filetermined by
binarized value of rem_intradd _pred_mode.

Intra Prediction Modes for ChromaSpatially neighboring 0, if e(A, B,cmp) <3
intra prediction modes for the chrominance typically exhibits ~ Xmva(Csemp) =4 1, if 3 < e(A, B, cmp) < 32
some correlation, which are exploited by a simple context de- 2, if e(A, B, cmp) > 32

sign that relies on the related modes of the neighboring macwith e(A, B, cmp) =|muvd(A, cmp)| + |mvd(B, cmp)| (6)
roblocksA to the left andB on top of the current macroblock.

However, not the modes of the neighbors itself are utilized f¥¢here A and B represent the corresponding macroblock or
specifying the context model, but rather the binary-valued i§ubmacroblock partitions to the left and on the top of the
formation ChPredinDcMode which signals whether the cor-regarded macroblock or submacroblock partitioh respec-
responding mode takes the typically observed most probaféely® xarva(C, cmp) in (6) is only applied for the selection
mode given by the value “0” (DC prediction). Thus, the corre2f the probability model that is used to code the value of the
Sponding context index incremeﬁéhpred(0> for a given MB first bin of the binarized value Gh’l)d(c7 cmp) Binarization

C is defined by of motion vector differences is achieved by applying the UEG3
binarization scheme with a cutoff value of 9. That implies,
xcnpred(C) = (ChPredInDecMode(A) ! = 0)?70: 1 in particular, that only the unary prefix part is encoded in

regular coding mode, where four additional context models are
employed for coding the values related to the second, third,

(%urth, and fifth to ninth bin of the prefix part. The values of

. . . . f
This context design results in three models, which are o . . . .
applied to the coding of the value representing the first binng € bins related to the Exp-Golomb suffix part including the

the TU binarization of the current value of the syntax elements bit are encoded using the bypr;}ss coding T“_Ode-

. . .~ 3) Coding of Control Information:Three additional syntax
intra_chroma_pred_mode to encode. Since the value of the ﬁéﬁfments are signaled at the macroblock or macroblock pair
bin carries the ChPredInDcModé€) information of the cur- 9 P

rent macrobloclC), it is reasonable to restrict the application Ojfevel, which we refer to as control information. These elements

the three models defined by (5) to this bin only. For the two rgre given bymb_gp_delta, end_of_slice_flag, and mb_field_de-

o . . . . ; . coding_flag.
maining bins, an additional (fixed) proba_blhty T“O.de' 1S appheac. Macroblock-based Quantization Parameter Chandr
Reference Picture IndeXhe same design principle as before

was applied to the construction of the context models for tﬁ'gdatmg the quantization parameter on a macroblock level,

reference picture index ref_idxFirst, the relevant information mb_qp_delta is present for each nonskipped macroblqck with
a value of coded_block pattern unequal té@ Fbr coding

for conditioning the first bin value of ref_idx is extracted frorr}he signed valuss(C) of this syntax element for a given
the reference picture indices of the neighboring macroblock or 9 y 9

submacroblock partitiond to the left andB on top of the cur- macrotilockC in CABAC, 9(C') is first mapped onto a positive
rent partitionC'. This information is appropriately condensed ir\]/alueé (€) by using the relation
the binary flagRefldxZeroFlagwhich indicates whether ref_idx §(C) = 2|6(C)| - ((5(C) > 0) 71 : 0).

with value 0 is chosen for the corresponding partition. As a

slight variation, the related context index increment was chosenrhen §+(C) is binarized using the unary binarization

to represent four instead of three models as in the previougWheme. For encoding the value of the corresponding first

+(ChPredInDcMode(B)! = 0)70:1. (5)

discussed context designs bin, a context model is selected based on the binary decision
(6(P)! = 0) for the preceding macroblodk of C'in decoding
XRefidx(C') = (RefldxZeroFlag(A)!=0)70:1 order. This results in two probability models for the first bin,

+2 - ((RefldxZeroFlag(B)! = 0)?0:1). whereas for the second and all remaining bins, two additional
probability models are utilized.

Application of these context models to the first bin of the End of Slice FlagFor signaling the last macroblock (or mac-
unary binarized reference picture index is complemented by thublock pair) in a slice, the end_of_slice_flag is present for each
usage of two additional probability models for encoding of theacroblock (pair). It is encoded using a specifically designed
values related to the second and all remaining bins. nonadaptive probability model such that the event of a nonter-

Components of Motion Vector Differenclfotion vector dif- minating macroblock (pair) is related to the highest possible
ferences are prediction residuals, for which a context modelNE#PS probability (see Section I1I-C for more details on the re-
established in CABAC thatis based on the local prediction erréated probability model).

Let mvd(X,cmp) denote the value of a motion vector differ- Macroblock Pair Field Flag In macroblock adaptive
ence component of directiamnp € {horizontal, vertical} re- frameffield coded frames, the mb_field_decoding_flag signals
lated to a macroblock or submacroblock partiti®nThen, the for each macroblock pair whether it is coded in frame or

related context index incremegt;,q4(C, cmp) for a given mac-
exl d( ’ p) 9 8The precise definition of a neighboring partition used for context modeling

of both the reference picture index and the motion vector difference is given in
"For clarity of presentation, the reference picture list suffices 10 and 11 akdl.
suppressed in the following exposition, both for the reference picture index andFor macroblocks coded in an “intra_%@6” prediction mode, the syntax
the motion vector difference. element mb_qgp_delta is always present.
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field coding mode. For coding this flag in CABAC, spatial Coded Block Flag |
correlations between the coding mode decisions of neighbori
macroblock pairs are exploited by choosing between thri

Encode coded block_flag ‘

probability models. For a given macroblock pélr the selec- i
tion of the corresponding model is performed by means of tt
related context index incremeRtnrieia(C), which is defined coded_block_flag ==
as
I

XMbFicld(C) = mb_ﬁeld_decoding_ﬁag(A) \"ers

+mb_field_decoding_flag(B). ol

for (i=0;i<MaxNumCoeff (BlockType)-1;i++)

Here,A andB represent the corresponding macroblock pairs 1 { o _
the left and on the top of the current macroblock gair Encode significant coeff flagfi];

if (significant coeff flag[i])
Encode last_significant coeff flag[i]:;

B. COdIng of Residual Data if (last_significant_coeff flag[i])

1) Characteristic Features¥or the coding of residual data break;

within the H.264/AVC standard specifically designed syntax e }

ements are used in CABAC entropy coding mode. These e l

ments and their related coding scheme are characterized by ~, \ Level Information

following distinct features. for (i=MaxNumCoeff (BlockType)-1;i>=0;i--)
A one-bit symbol coded_block_flag and a binary-value {

significance map are used to indicate the occurrence a Tf (SEgmITACant, PoNzE Slglal)

the location of nonzero transform coefficients in a give! Encoda: coaff abs ievel minusifij;
block. Encode coeff sign flag[i];

* Non-zero levels are encoded in reverse scanning order. }

» Context models for coding of nonzero transform coeffi |}
cients are chosen based on the number of previously trai
mitted nonzero levels within the reverse scanning path.

Y

2) Encoding Process for Residual Dat&ig. 5 illustrates Done
the CABAC encoding scheme for a single block of transform
coefficients Fig.5. Flow diagram of the CABAC encoding scheme for a block of transform
) efficients.

First, the coded block flag is transmitted for the given block o
transform coefficients unless the coded block pattern or the mac-
roblock mode indicates that the regarded block has no nonzer&canning of Transform Coefficient¥he 2-D arrays of
coefficients. If the coded block flag is zero, no further informaransform coefficient levels of those subblocks for which the
tion is transmitted for the block; otherwise, a significance mapded_block_flag indicates nonzero entries are first mapped
specifying the positions of significant coefficients is encodednto a one-dimensional list using a given scanning pattern.
Finally, the absolute value of the level as well as the sign is en-Significance MapIf the coded_block_flag indicates that a
coded for each significant transform coefficient. These valublock has significant coefficients, a binary-valued significance
are transmitted in reverse scanning order. map is encoded. For each coefficient in scanning order, a
In the following, a more detailed description of each ofne-bit symbol significant_coeff_flag is transmitted. If the
the major building blocks of Fig. 5 is given together with &ignificant_coeff_flag symbol is one, i.e., if a nonzero coeffi-
brief specification of the CABAC encoding procedure for theient exists at this scanning position, a further one-bit symbol
coded_block_pattern symbol. last_significant_coeff_flag is sent. This symbol indicates if the
Coded Block PatternFor each nonskipped macroblockcurrent significant coefficient is the last one inside the block
with prediction mode not equal to intra_%@6, the or if further significant coefficients follow. Table V shows an
coded_block_pattern symbol indicates which of the sk88 example for the significance map encoding procedure.
blocks—four for luminance and two for chrominance—contain Note that the flags (significant coeff flag, last_signifi-
nonzero transform coefficients. A given value of the syntax eleant_coeff_flag) for the last scanning position of a block are
ment coded_block_pattern is binarized using the concatenatiwver transmitted. If the last scanning position is reached and
of a 4-bit FL and a TU binarization with cutoff value= 2, as the significance map encoding was not already terminated by
already noted in Section II-A. a last_significant_coeff_flag with value one, it is obvious that
Coded Block Flagcoded block flag is a one-bit symbolthe last coefficient has to be significant.
which indicates if there are significant, i.e., nonzero coef- Level InformationThe encoded significance map determines
ficients inside a single block of transform coefficients, fothe locations of all significant coefficients inside a block of
which the coded block pattern indicates nonzero entries. dfiantized transform coefficients. The values of the significant
coded_block_flag is zero, no further information is transmittezbefficients (levels) are encoded by using two coding symbols:
for the related block. coeff_abs_level_minusl (representing the absolute value of
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TABLE V context determination. The following block types are differen-
EXAMPLE FOR ENCODING THE SIGNIFICANCE MAP tiated: Luma-DC, Luma-AC, Chroma-U-DC, Chroma-U-AC,
. ” Chroma-V-DC, and Chroma-V-AC. If no neighboring block
Scanning position il AR N X (A or B) of the same type exists (e.g., because the current
Transform coeff. levels 19]0/-513100]-110}1 block is intra_1616 coded and the neighboring block is
significant_coeff flag |1)0] 1]1/0]0 0! inter coded), the correspondingded _block flag(X) value in
last_significant_coeff_flag | 0 0,0 0 1 (7) is set to 0. If a neighboring block (A or B) is outside the

picture area or positioned in a different slice, the corresponding

ﬂded_block_ﬂag(X ) value is replaced by a default value. If

the level minus 1), and coeff_sign_flag (representing the si ! ) . o
of levels). While )coeff sign _flag is ago(ne?bit symb%l (with§ne current blockC' is ched using an m_tra prediction mode,
- = default value of one is used; otherwise, a default value of

values of 1 for negative coefficients), the UEGO binarizatio . d. Th hile six block t distinguished
scheme, as depicted in Table | is used for encoding the value Gfo IS used. Thus, while Six DIock types are distinguishe
determining the context increment, five different sets of

coeff_abs_level_minusl. The levels are transmitted in reve e )
- = - odels (each for one category specified in the right column

scanning order (beginning with the last significant coefficie . .
- : Table 1V) are used for encoding the coded block flag. This
f the block) alll h f I : X I
of the block) allowing the usage of reasonably adjusted Contérge&s:ults in a total number of 20 different probability models for

models, as described in the next paragraph. the coded_block_flag bit.

3) Context Models for Residual Datdn H.264/AVC Signif ManF dina the sianifi ¢
residual data coding, there are 12 different types of transfor, ('jgf?' |ca?ce bag_l_f[)r enc(;) Ilng € S|gdn|f|cagctehn:r?p, 4P _]9
coefficient blocks (denoted by BlockType in left column o fiereént probabiiity models are used for bo € signifi-

cant_coeff_flag and the last_significant_coeff_flag. The choice

Table 1V), which typically have different kinds of statistics. h del d thus th di text index i
However, for most sequences and coding conditions someotgft € models and thus the corresponding context index incre-

the statistics are very similar. To keep the number of differe entsysic andxpast depend on the scanning position, i.e.,
context models used for coefficient coding reasonably small, f & coefficientcoefili], which is scanned at thath position,
block types are classified into five categories as specified in t £ context index increments are determined as follows:

right column of Table IV. For each of these categories, a special

set of context models is used for all syntax elements related xsic (coeff[i]) = xrasr(coeff[i]) = 4.

to residual data with the exception of coded_block_pattern, as _ _ o
further described in the next paragraph. Depending on the maximum number of coefficients

Coded Block PatterrSince each of the bits in the bin string(MaxNumCoeff) for each context category as given in Table IV,

of coded_block_pattern represents a coding decision of a cbliS results in MaxNumCoeff-1 different contexts. Thus, a
responding block of transform coefficients, the chosen probi@ial number of 61 different models for both the signifi-
bility models for that syntax element depend on the bin indeXant_Coeff_flag and the last_significant_coeff_flag is reserved.
For bin indices from 0 to 3 corresponding to the fow®lu- Level Informatl_on Reve_rse scanning of th_e I_evel information
minance blocks, the context index incremeaisp for a given allows a more reliable estimation of the statistics, because at the

8x 8 block C related to bin index bin_idx is given by end of the scanning path it is very likely to observe the occur-
- rence of successive so-called trailing 1's, i.e., transform coeffi-
Xcep(C, bin_idx) = ((CBP_Bit(4)! =0)70:1) cient levels with absolute value equal to 1. Consequently, for en-
+2. ((CBP_Bit(B)10) 70 : 1) coding coeff_abs_level _minusl, two adequately designed sets
of context models are used: one for the first bin (with bin index
where CBP _Bit(A) and CBP_Bit(B) represent the bit of the 0) and another one for the remaining bins of the UEGO prefix
coded block pattern corresponding to the8blocks A to the bin string with indices 1 to 13.
left and B on the top of the regarded block, respectively. Let NumT1(4¢) denote the accumulated number of already
For each of the bin indices 4 and 5, which are relatencoded/decoded trailing 1's, and tmLgt1(:) denote the
to the two “chrominance” bins in the binarized value oficcumulated number of encoded/decoded levels with absolute
coded_block_pattern, a similar context assignment rule as Hglue greater than 1, where both counters are related to the cur-
the luminance bins is defined such that for both bin indicggnt scanning positionwithin the processed transform coeffi-
together eight additional probability models are specified [1],cient block. Note that both counters are initialized with the value
Coded Block FlagCoding of the coded_block_flag utilizesof O at the beginning of the reverse scanning of levels and that
four different probability models for each of the five catethe numbers of both counters are monotonically increasing with
gories as specified in Table IV. The context index incremefgcreasing scanning indésalong the backward scanning path.

XCBFlag(C) for a given blockC is determined by Then, the context for the first bin of coeff_abs_level minusl is
determined by the current value NumT1, where the following
XcBFlag(C) = coded_block_flag(A) additional rules apply. If more than three past coded coeffi-

+2 - coded_block_flag(B) (7) Cients have an absolute value of 1, the context index increment
of three is always chosen. When a level with an absolute value
where A and B represent the corresponding blocks of thgreater than 1 has been encoded, i.e., when NumLgtl is greater
same type to the left and on the top of the regarded blotikan 0, a context index increment of 4 is used for all remaining
C, respectively. Only blocks of the same type are used flavels of the regarded block. Thus, for encoding the first bin
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TABLE VI o5k
EXAMPLE FOR DETERMINATION OF CONTEXT INDEX INCREMENTS FOR T
ENCODING THE ABSOLUTE VALUES OF TRANSFORM COEFFICIENTLEVELS

-

state 0 g4~ \
[

LPS
Mk‘-/

state o+1

0.4

Scanning position i 1121314|5|6]7|8|9

Transform coeff. levels 0-5{3[0[|0[-1(0]1 038

9
Xabscoefi(Z, bin_index = 0) | 4 412 1 0
7 5

LPS probability

XAbsCoefi(, bin_index > 0)

0.1

with bin_index= 0, as shown in the second (light gray-shaded)
column of Table I, the corresponding context index increment %% 5 10 15 20 25 0 5 40 45 50 55 60
X AbsCoeft (7, DinZindex = 0) at the scanning positiohis given probability state index o

as

Fig. 6. LPS probability values and transition rules for updating the probability
estimation of each state after observing a LPS (dashed lines in left direction) and

XAbsCoeft (4, DIN_index= 0) a MPS (solid lines in right direction).

_ {4, if NumLgt1(:) > 0

max(3,NumT1(z)), otherwise. .
N), on one hand, and the need for a sufficiently stable and ac-

For encoding the bins with < bin_index < 13 (as shown curate estimaten( — 1; largerN), on the other hand. Note that
in the dark gray-shaded columns in Table I), the context indexlike, e.g., in the MQ coder, there is no need to tabulate the
incrementy apscoett (7, bin-index) is determined by NumLgtl representative LPS probability valu¢s, | 0 < o < 63} in

with a maximum context index increment of 4, i.e., the CABAC approach. As further described below, each prob-
ability valuep,, is only implicitly addressed in the arithmetic
XAbsCoett (4, bin_index) = 5 + max(4, NumLgt1(7)) coding engine by its corresponding index
(1 < bin.index< 13). As a result of this design, each context model in CABAC can

be completely determined by two parameters: its current esti-

For all bins of the UEGO suffix part of mate of the LPS probability, which in turn is characterized by
coeff_abs_level_minusl (with bin index greater than 13) a® indexo between 0 and 63, and its valueMPS w being ei-
well as for the sign information coeff_sign_flag, the bypasser 0 or 1. Thus, probability estimation in CABAC is performed
coding mode is used for all block types. Thus, the tot#y using a total number of 128 different probability states, each
number of different probability models for encoding the levelf them efficiently represented by a 7-bit integer value. In fact,
information is 4910 one of the state indiceggr = 63) is related to an autonomous,

Table VI shows an example of the determination of the cononadaptive state with a fixed value of MPS, which is only used
text index increment abscoeft (4, bin_index) used for encoding for encoding of binary decisions before termination of the arith-
the absolute value of levels of significant transform coefficientmetic codeword, as further explained below. Therefore, only
Note that the transform coefficient levels are processed in 126 probability states are effectively used for the representation
verse scanning order, i.e., from the ninth position to the firahd adaptation of all (adaptive) context models.

position in scanning order. 1) Update of Probability StatesAs already stated above, all
3 o probability models in CABAC with one exception are (back-
C. Probability Estimation ward) adaptive models, where an update of the probability esti-

As outlined in Section 1I-C, the basic idea of the new multimation is performed after each symbol has been encoded. Ac-
plication-free binary arithmetic coding scheme for H.264/Av¢ually, for a given probability state, the update depends on the
relies on the assumption that the estimated probabilities of egate index and the value of the encoded symbol identified ei-
context model can be represented by a sufficiently limited séter as a LPS or a MPS. As a result of the updating process, a
of representative values. For CABAC, 64 representative prold#Ww probability state is derived, which consists of a potentially
bility valuesp, € [0.01875,0.5] were derived for the LPS by modified LPS probability estimate and, if necessary, a modified

the following recursive equation: MPS value.
Fig. 6 illustrates the probability valud®, | 0 < o < 62}
Po = -py_q1 forallc =1,...,63 for the LPS estimates together with their corresponding transi-
0.018 75\ 1/63 tion rules for updating the state indices. In the event of a MPS,
with oo = (T) and po = 0.5. (8) a given state index is simply incremented by 1, unless a MPS

occurs at state index 62, where the LPS probability is already at
Here, both the chosen scaling factor: 0.95 and the cardi- its minimum, or equivalently, the maximum MPS probability is

nality N = 64 of the set of probabilities represent a good conreached. In the latter case, the state index 62 remains fixed until

promise between the desire for fast adaptation€ 0; small aLPSis seen, in which case the state index is changed by decre-

_ ____menting the state index by an amount illustrated by the dashed
10Note that for the chrominance DC blocks, there are only four dlfferer|11 in Fig. 6. Thi | lies i | h f
models for the bins of coeff_abs_level _minus1 with indices 1 to 13, since H#€ IN FIg. 6. This rule applies in general to each occurrence o

maximum four nonzero levels are transmitted. a LPS with the following exception. Assuming a LPS has been
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encoded at the state with index= 0, which correspondstothe *- Oere = , .

. . . . E3
equi-probable case, the state index remains fixed, but the MP max (1, min(126, (( 4 * SliceQP ) >> 4) + w))
valuew will be toggled such that the value of the LPS and MPS 2. 1if( Ope <= 63 ) {

will be interchanged. In all other cases, no matter which symbo G = 63 - Ope
has been encoded, the MPS value will notbe altered. The derive Z’l; O(

tion of the transition rules for the LPS probability is based on G = Gpre - 64
the following relation between a given LPS probabiity, and @ =1

its updated counterpapt,cy: }

Fig. 7. SliceQP dependentinitialization procedure. First, one of the admissible
probability states ... (numbered between 1 and 126) is derived from the given

_ [ max(a - poa,pe2), ifa MPS occurs parametersy(, , v ) and SliceQP. Then, in a second step. is translated into
Prew a-pold + (1 —a), ifaLPS occurs the probability state index and the value of the MPGw).
where the value oft is given as in (8). Slice-Dependent InitializationThe concept of a low-level

With regard to a practical implementation of the probabilitpre-adaptation of the probability models was generalized by
estimation process in CABAC, it is important to note that aliefining two additional sets of context initialization parame-
transition rules can be realized by at most two tables ea@ts for those probability models specifically used in P and B
having 63 entries of 6-bit unsigned integer values. Actuallgjices. In this way, the encoder is enabled to choose for these
it is sufficient to provide a single table TransldxLPS, whickjice types between three initialization tables such that a better
determines for a given state indexhe new updated state indeXit to different coding scenarios and/or different types of video
TransldxLPS[o] in case an LPS has been obser¥€the content can be achieved This forward-adaptation process re-
MPS-driven transitions can be obtained by a simple (saturatefliires the signaling of the chosen initialization table, which is
increment of the state indexby the fixed value of 1 resulting done by specifying the corresponding table index (0-2) in the
in an updated state indexin(o + 1,62). slice header. In addition, an increased amount of memory for

2) Initialization and Reset of Probability Statedhe basic the storage of the initialization tables is required. However, ac-
self-contained unit in H.264/AVC video coding is a slice. Thi%ess to this memory of approximately 3 kB is needed only once
fact implies in particular certain restrictions on the backwarger slice. Note that a chosen initialization table triggers for each
adaptation process of probability models as described in th@bability model the same low-level SliceQP dependent initial-
previous paragraph. Since the lifetime of the backward adapation procedure as described in the previous paragraph. De-
tation cannot exceed the duration of the whole slice encodipgnding on the slice size and the bit rate which, in turn, depend
process, which in turn may represent a substantial amountggfthe amount of data that can be used for the backward adapta-
the whole adaptation process, all models have to be re-initigbn process of the symbol statistics, bit-rate savings of up to 3%

ized at the slice boundaries using some pre-defined probabili¥ve been obtained by using the instrument of slice-dependent
states. In the absence of any prior knowledge about the souigghtext initialization [13].

one possible choice would be to initialize each model with
the equi-probable state. However, CABAC provides a built-iD. Table-Based Binary Arithmetic Coding

mechanism for incorporating sonaepriori knowledge about |, yhis section, we present some more detailed information

the source statistics in the form of appropriate initializatiogy, i the binary arithmetic coding engine of H.264/AVC. Ac-
values for each of the probability models. This so-callegyy the CABAC coding engine consists of two subengines,
initialization process for context modedlows an adjustment ¢ for the regular coding mode, which includes the utilization

of the initial probability states in CABAC on two levels. of adaptive probability models, and another so-called “bypass”
Quantization Parameter Dependent Initializatiodn the  .q4ing engine for a fast encoding of symbols, for which an
lower level of adjustment, there is a default set of m't'allzaépproximately uniform probability is assumed to be given. The

tion values, which are derived from the initially given slicgqoing presentation of the basic features of the CABAC
guantization parameter SliceQP, thus providing some kind &Sding engine also involves aspects of renormalization,
pre-adaptation of the initial probability states to the diﬁere’llarry-over control. and termination.

coding conditions represented by the current value of thel) Interval Subdivision in Regular Coding Modig. 8 il-

SliceQP parameter. L _lustrates the binary arithmetic encoding process for a given bin
Training sequences have been used to fitthe initial probabilify,e binval using the regular coding mode. The internal state

state of each model to the quantization parameter. By using@ne arithmetic encoding engine is as usual characterized by
linear regression, a pair of parametqrs,(v,) was obtained for ,q quantities: the current interval rangeand the base (lower
each probability model with contextindex0 < v <398,7 #  angnoint)L, of the current code interval. Note, however, that the
276), from which the corresponding SliceQP dependent '”'t"fb'recision needed to store these registers in the CABAC engine
probability state is derived during the initialization process b(360th in regular and bypass mode) can be reduced up to 9 and
applying the procedure shown in Fig. 7. 10 bits, respectively. Encoding of the given binary vabirval
observed in a context with probability state indexand value

12For a description of an example of the nonnormative table selection process,
11The specific values of this state transition table can be found in [1]. please refer to [13].
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p=R>>6 &3

1
R, = TabRangeLPS[ o, p | L=le<l
R=R-R,,
Yes
rYes binVal !=@ |
¥ T~ L=L+R

RenormE

(one loop using doubled |
No, decision thresholds; |
no doubling of L and R) |

[P
Yes

‘ Fig. 9. Flow diagram of the binary arithmetic encoding process for a single

6 = TransldxLPS[ 6 ] G=min (O +1, tﬂ bin value pinVal) using the bypass coding mode.

S

2) Bypass Coding ModeTo speed up the encoding (and de-
coding) of symbols, for whiclR — Ryps ~ Rrps = R/2
is assumed to hold, the regular arithmetic encoding process as
described in the previous paragraph is simplified to a large ex-
Fig. 8. Flow diagram of the binary arithmetic encoding process including thent, First, a “bypass” of the probability estimation and update
updating %ﬁ‘;ﬁ,ﬁ;i‘;{gg‘gﬁ;‘?‘e‘gﬁlgf“g;‘;t;‘;”nﬁ'{,‘dgefay shaded boxes) for a singl cess is established, and second, the interval subdivision is
performed such that two equisized subintervals are provided in
) i the interval subdivision stage. But instead of explicitly halving
of MPSw is performed in a sequence of four elementary Steigs cyrrent interval rang®, the variablel is doubled before
as follows. _ _ _ __choosing the lower or upper subinterval depending on the value
In the first and major step, the current interval is subdivideg 1o symbol to encode (0 or 1, respectively). In this way, dou-
according to the given probability estimates. This interval subcgnng of L andR in the subsequent renormalization is no longer
vision process involves three elementary operations as Show'?éauired provided that the renormalization in the bypass is op-
the tOmeSt box of the flow diagram in Flg 8. FirSt, the CUrrergrated with doubled decision thresholds (see Flg 9)
interval rangeR is approximated by a quantized val@#R) ¢ this point, however, one might argue that ideally no
using an equi-partition of the whole rangé < R < 2%into  ,ithmetic operation would be required if the binary symbols
four cells. But instead of using the corresponding represenfg-encode would be directly written to the bitstream, i.e., if the
tive quantized range valu€go, Q1, @2, and@s explicitly in - \yhqe arithmetic coding engine would be bypassed. Since it is
the CABAC engine)(R) is only addressed by its quantizefy o means a trivial task to multiplex raw bits with an arith-
indexp, which can be efficiently computed by a combination ofetic codeword without performing some kind of termination
a shift and bit-masking operation, i.e., of the codeword, and since the bypass coding mode is intended
to be used for symbols which, in general, are not grouped
together, this kind of “lazy coding mode” as e.g., established in

. . . JPEG2000 [35] is ruled out in the present context.
Then, this inde» and the probability state indexare used 3) Renormalization and Carry-Over Control renormal-

as entries in a 2-D table TabRangelL PS to determine the (apprf%)é'tion operation after interval subdivision is required whenever
imate) LPS related subinterval ranffg ps, as shown in Fig. 8. b q

Here, the table TabRangeLPS contains atk84re-computed gﬁQge\;\g;ntEQﬁ: :i?;]giggrlg;ﬁ;ﬁs;iy;x;hgz Ezrlﬁgglc:jp %ie
product valueg, - Q, for 0 < ¢ < 63 and0 < p < 3 in 8-bit T '

s or more bits can be output. However, in certain cases, the po-
precision:> larity of the output bits will be resolved in subsequent output
Given the dual subinterval range — Rypg for the MPS,

the subinterval corresponding to the given bin vabival is steps, 1.e., carry propagaupn might occur n th(_e arithmetic en-
. . . . coder. For the CABAC engine, the renormalization process and
chosen in the second step of the encoding processnVal is

equal to the MPS valug, the lower subinterval is chosen so thaf oITy-OVer control of [37] was adopted. This implies, in pa}mc
. . R ) ._Ular, that the encoder has to resolve any carry propagation by
L is unchanged (right path of the branch in Fig. 8); otherwise, .~ . . ) )
. g . fonitoring the bits that are outstanding for being emitted. More
the upper subinterval with range equalRgps is selected (left

branch in Fig. 8). details can be found in [1].

. . . . 4) Termination of Arithmetic Code WordA spe-
In the third step of the regular arithmetic encoding process ,” .. . : S L
. . -cigl fixed, i.e., nonadapting probability state with index
the update of the probability states is performed as describé . . .
. : S i g = 63 was designed such that the associated table entries
in Section 11I-C (gray shaded boxes in Fig. 8), and finally, th‘i‘a

fourth step consists of the renormalization of the registesad fixsgsglie;gf gG?ép gr;r;ishsfnt%?ﬁ,ser?reugﬁ:gg;?gg Zyina:jex
R (“RenormE” box in Fig. 8) as further described below. 9 9 q g

p. This guarantees that for the terminating syntax element in
13For the specific values of TabRangelLPS, the reader is referred to [1]. @ slice which, in general, is given by the LPS value of the end

p=(R>>6)&3.
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TABLE VI 22 : 1 | -
INTERLACED TEST SEQUENCES o O Canoe
20 G\\S * Formula 1
+
Name Resolution | Frame rate | Duration ._18 3 * ?Alé%ﬁé & Calendar|
Canoe 720%576 | 25Hz | 6 sec. 16— \ O Football
Formula 1 720 X 576 25Hz 6 sec. g’ - \
Rugby 720x576 | 25Hz | 6 sec. £ NS
Mobile & Calendar | 720 x 480 30 Hz 6 sec. % 12— \ \
Football 720x480 | 30Hz | 6sec. o N S
©10
= . 1=
of slice flagi4 7 bits of output are produced in the related 6 N
renormalization step. Two more disambiguating bits are neede Average I
to terminate the arithmetic codeword for a given slice. By 4 —
preventing the decoder from performing a renormalization afte 2 —
recovering the terminating syntax element, the decoder new 0
2

reads more bits than were actually produced by the encoder fi 4 26 28 30 32 34 36 38 40 42
that given slice. PSNR [dB]

' EXPERIMENTAL RESULT Fig. 10. Bit-rate savings provided by CABAC relative to the baseline entropy
V. SULTS coding method CAVLC of H.264/AVC.

In our experiments for evaluating the coding efficiency of
CABAC, we addressed the coding of television sequences for
broadcast, a typical target application for the Main profile of
H.264/AVC. The set of interlaced standard definition sequencesThe CABAC design is based on the key elements of bina-
used for testing CABAC is listed in Table VII. rization, context modeling, and binary arithmetic coding. Bina-

All simulations were performed using the Main profile ofization enables efficient binary arithmetic coding via a unigue
H.264/AVC. An IDR-picture was inserted every 500 ms and twmapping of nonbinary syntax elements to a sequence of bits,
nonreference B frames were inserted between each pair of aich are called bins. Each bin can either be processed in the
chor frames. The motion search was conducted in a ranger@fjular coding mode or the bypass mode. The latter is chosen for
[—32...32] x [-32...32] samples for three reference framesselected bins in order to allow a speedup of the whole encoding
All encoding mode decisions including the motion search, tifand decoding) process by means of a simplified nonadaptive
macroblock mode decision, and the macroblock and picturgading engine without the usage of probability estimation. The
based frameffield decision were performed using the simple argjular coding mode provides the actual coding benefit, where
effective Lagrangian coder control presented in [38]. Bit ratesbin may be context modeled and subsequently arithmetic en-
were adjusted by using fixed values of the quantization paragoded. As a design decision, in general only the most prob-
eter (QP) for an entire sequence. The value of QP for B picturaisle bin of a syntax element is context modeled using previ-
was set toQP(B) = QP(I/P) + 2, whereQP(I/P) is the ously coded/decoded bins. Moreover, all regular coded bins are
quantization parameter for | and P pictures. adapted by estimating their actual pdf.

In our experiments, we compare the coding efficiency of The estimation of the pdf and the actual binary arithmetic
CABAC to the coding efficiency of the baseline entropy codingoding/decoding is conducted using an efficient table-based ap-
method of H.264/AVC. The baseline entropy coding methgstoach. This multiplication-free method enables efficientimple-
uses the zero-order Exp-Golomb code for all syntax elememtgntations in hardware and software.
with the exception of the residual data, which are coded usingThe CABAC entropy coding method is part of the Main
the coding method of CAVLC [1], [2]. profile of H.264/AVC [1] and may find its way into video

In Fig. 10, the bit-rate savings of CABAC relative to the destreaming, broadcast, or storage applications within this profile.
fault entropy coding method of H.264/AVC are shown againgixperimental results have shown the superior performance of
the average PSNR of the luminance component for the five IBABAC in comparison to the baseline entropy coding method
terlaced sequences of the test set. It can be seen that CAB#G/LC/CAVLC. For typical test sequences in broadcast appli-
significantly outperforms the baseline entropy coding methagtions, averaged bit-rate savings of 9% to 14% corresponding
of H.264/AVC for the typical area of target applications. For thi a range of acceptable video quality of about 30-38 dB were
range of acceptable video quality for broadcast application @ifitained.
about 30-38 dB and averaged over all tested sequences, bit-rate
savings of 9% to 14% are achieved, where higher gains are ob-
tained at lower rates.

V. CONCLUSION
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